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Introduction

Overview of the book

This book examines the evolving interaction between human 
translators and AI technologies, specifically focusing on the integra-
tion of technology into translation workflows and the balance between 
automation and translator expertise. The scope includes an analysis 
of the current state of translation technology, an exploration of AI- 
enhanced tools and the challenges of incorporating them into trans-
lator training programs. Intending to contribute to discussions on the 
responsible and effective use of AI in translation, the book advocates 
for a collaborative approach that combines the unique resources of 
human translators with the capabilities of AI tools.

The book reports on an exploratory study on perceptions and 
expectations of translation practitioners, translator educators and 
translation trainees, providing insights into the mindset surrounding 
AI technologies. The data collected and analysed using statistical 
quantitative correlational methods reflect the attitudes towards GenAI 
and unravel the ethical and professional considerations associated with 
the integration. The findings show that a large group of translators are 
not optimistic about the recent advancements, with almost half of the 
respondents not seeing any benefits from GenAI. The findings show 
a number of reasons why they are sceptical regarding the impact of 
GenAI on the translation market, but what differentiates opinions in 
this regard is the respondent’s role or profession. The data show that 
respondent groups display varying degrees of enthusiasm towards 
introducing AI into translator training.

While providing insights and recommendations, the book does not 
claim to offer exhaustive solutions to the challenges of AI integration 
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2 Introduction

in translation or translator training, but proposes a framework for 
fostering a collaborative interaction between the unique abilities of 
human translators and the aid offered by AI tools. The book asserts 
that a synergistic relationship between human translators and AI 
technologies has the potential to significantly enhance translation 
quality and efficiency; this improvement, however, is dependent 
on thorough ethical considerations and the thoughtful fostering of 
translators’ personal resources such as self- efficacy, self- regulation or 
self- concept. This approach emphasises the critical role of technical 
skills but also metacognitive capacity enhancement within trans-
lator training programs, aiming to prepare future translators for the 
challenges and opportunities presented by a digitised, AI- enhanced 
professional environment.

Despite their rapid evolution and modification, one of the constant 
aspects of translation technologies is that “they are not merely sup-
plementary tools but, in fact, actively modify the very essence of the 
cognitive activity undertaken by translators” (cf. Pym 2011: 1). Given 
the recent technological advancements that can enhance productivity 
and efficiency to unprecedented levels, it becomes essential to rec-
ognise the emerging challenges that significantly impact translators’ 
workflows, necessitating a thoughtful approach to their integration 
and application. Artificial intelligence (AI) technologies are not just 
aids but they actively alter the fundamental nature of cognitive activ-
ities performed by translators. As the technologies employed in trans-
lation grow more complex, the interaction between these tools and the 
translation process, as well as with translators themselves, becomes 
increasingly intricate and transformative.

In the study on the usage of computer- assisted translation (CAT) 
tools in translator training (2021), the authors observed a notice-
able presence of a sense of unease, worry and apprehension specif-
ically pertaining to technology among freelance translators. It seems 
imperative now to examine even more powerful AI technologies, 
exploring their impact on the translation market, particularly on 
translators and educators and determining the necessary steps to inte-
grate them reasonably into translator training. The primary goal of this 
book is to investigate the integration of generative AI (GenAI) into 
translation processes. This research is grounded in the evolving land-
scape of translation technology, prompted by advancements in AI that 
challenge traditional practices. The discussion, centring particularly 
on GenAI, spans a range of AI applications, including AI- powered 

 

 



Introduction 3

features within Translation Management Systems (TMS), AI- based 
machine translation, AI- assisted translation, language generation 
modules and language checking tools.

The book discusses the concept of augmented translation and new 
hybrid workflows in today’s translation industry. It explores new roles 
and status of translators as AI- assisted language specialists, examining 
the competencies that may be lacking as new technologies emerge. 
It addresses widespread concerns resulting from the impact of auto-
mation on the translation sector, exploring how translators can foster 
better digital resilience. It touches upon the translator’s metacogni-
tive capacity and the psychological capital in the face of translator- 
AI interactions and considers how translators’ self- concept and the 
capacity for adaptability can support their professional evolution in 
a rapidly transforming industry. The findings of a survey regarding 
attitudes towards GenAI unravel the ethical and professional consid-
erations associated with the integration, contributing to discussions on 
responsible and effective use of AI in translation. The survey captures 
the perceptions and expectations of translation practitioners, translator 
educators and translation trainees, providing insights into the mindset 
surrounding AI technologies.

Given that translators and other language service providers must 
adapt to innovations and new workflows, translation trainees may 
also need to engage with AI technologies to ensure their relevance 
and competitiveness in the constantly evolving language services 
industry. Special attention, however, should be devoted to fostering 
translation students’ personal growth alongside technical proficiency. 
The book explores methods for achieving a balance between human 
potential and technological efficiency in translation education with a 
particular focus on the importance of enhancing metacognitive skills 
as a means to reinforce digital resilience and mitigate technological 
anxieties. Through this approach, the study aims to contribute to a 
more balanced and productive educational framework.

The book begins with an examination of the current state of trans-
lation technology in Chapter 1. To appreciate the current state of 
translation technology, it is crucial to begin with tracing its historical 
evolution. This chapter includes an exploration of the historical devel-
opment of translation tools, machine translation, translation memory 
systems and the role of natural language processing and GenAI in the 
translation process. It provides an overview of how these technolo-
gies have evolved and their current state in the field. The chapter also 

 



4 Introduction

explores the stages of AI development, underscoring its present state 
and anticipated future advancements.

In the second chapter, the book specifically examines the com-
plex relationship between human translators and AI, highlighting 
how AI influences translation workflows, quality and the profession 
as a whole. This chapter delves into concepts like augmented trans-
lation within hybrid workflows, describing and exemplifying the 
collaborative interaction between translators and GenAI systems. It 
provides an analysis of the interaction between translators and AI 
systems, highlighting how this collaboration can optimise transla-
tion processes and outcomes. This chapter explores the dual aspects 
of opportunities and challenges arising from GenAI integration in 
translation, highlighting the transformative potential and the accom-
panying ethical, professional and educational considerations. Lastly, 
the chapter also examines the ethical implications and potential ways 
of ensuring that translators can adapt to and thrive in a landscape 
transformed by AI.

Chapter 3 discusses the status of the translator as AI- assisted lan-
guage specialist. It looks at future translator competences and the 
necessary skillset that translators must acquire in this changing envir-
onment, which is not limited to technical or instrumental competences, 
but includes the psychological capital of the translator which can 
have an impact on how successful they are in pursuing a career in 
language industry. The chapter investigates the concerns and techno-
logical anxiety among translators regarding job insecurity and the 
challenges posed by automation in the translation industry. It explores 
the translator’s metacognitive capacity and looks into the translator’s 
self- concept with the underlying factors that allow for adaptability 
and self- development in rapidly changing translation industry.

Next, Chapter 4 covers the methodological framework of the study 
into the attitudes and insights of translation professionals, academics 
and students regarding the incorporation of GenAI in translator edu-
cation. The chapter discusses the results of the study conducted to 
explore the diverse attitudes towards AI, assessing how these views 
vary among different stakeholders in the field. The research was 
carried out from late 2023 to early 2024 employing the computer- 
assisted web interview (CAWI) methodology in order to administer 
a survey to the targeted population comprising translators, translator 
educators and translation trainees. The resulting data, reviewed and 
analysed with SPSS statistics software using quantitative correlational 

 



Introduction 5

methods, captures the attitudes to AI, that is, the use of various AI- 
powered tools, the need for introducing GenAI into translator educa-
tion, as well as the implications of using GenAI in translator training. 
The chapter covers the methodological framework of the study and 
presents the findings with statistical analysis and discussion. It also 
presents final reflections and lessons learned from this exploration, 
highlighting significant trends and opinions.

Chapter 5 discusses whether GenAI should be a part of translator 
training and analyses the challenges and potential impacts of this 
integration on the future of the translation profession. The chapter 
addresses the complexities of integrating GenAI with human expertise 
in translator training, examining the role and function of AI in edu-
cational settings. The chapter concludes by presenting a selection of 
methods for incorporating AI in translation education and exemplary 
ways of fostering personal resources of translation students, helping 
them reduce technological anxieties and build digital resilience. 
Central to the discussion is the emphasis on the role of technology 
as a complement to, rather than a replacement for, human expertise.

The concluding reflections in Chapter 6 emphasise the notion that 
adaptation and metacognitive skill enhancement are fundamental, 
highlighting the dynamic evolution of the translator’s role within 
hybrid translation workflows so heavily influenced by automation. 
With particular attention to encouraging responsible educational 
practices aligned with the demands of modern language services, the 
approach presented here is intended to foster an educational frame-
work that equips future translators with the skills and knowledge to 
thrive in a digitised, AI- driven world.

Reference

Pym, Anthony. 2011. ‘What Technology Does to Translating’. International 
Journal for Translation & Interpreting Research 3 (1): 1– 9.
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1  (R)evolution of translation 
technology

1.1 History and evolution of translation tools

The topic of the history of translation is quite vast and significant 
for the current exploration. It can be traced back to around 2150 
to 2000 BCE when “The Epic of Gilgamesh”, a Sumerian poem, 
was written in Sumerian cuneiform script and later translated into 
Akkadian (George, 2003). The discussion then moves to the ancient 
forums of Greece and Rome, the monasteries of Spain, France and 
England during the Middle Ages, and the dining halls of Renaissance 
and Modernity. However, the emphasis of this analysis is on techno-
logical advancements that led to the development of translation tech-
nology and the ideas that contributed to the evolution of translation 
practices, rather than providing an overview of translation’s historical 
development. For a more comprehensive account, please refer to such 
publications as Kelly (1995), Windle and Pym (2011) or Long (2007), 
among others.

1.1.1 Machine translation

Translation technology, as the authors understand it today, includes 
such tools or services as machine translation (MT), computer- assisted 
translation (CAT), translation management systems (TMS), writing 
assistants and checking tools, as well as GenAI, to name just the main 
categories. Their evolution is interconnected, to a degree. Arguably, 
the first tool, or technology, to be discussed in the book is machine 
translation.

While MT is dependent on technology (computing, in particular) 
and, therefore, could not develop before computers were invented, its 
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(R)evolution of translation technology 7

founding principles had been formed much earlier. We can trace the 
first proto- MT ideas to Descartes (1596– 1650) who believed mathem-
atics and mechanics could explain the processes taking place in the 
human mind, which he compared to a machine. His ideas extended to 
language as well. He formulated an idea that a dictionary printed in 
all the languages could help to “mechanise” the process of translation, 
which can be seen “as a prefiguration of how an interlingual ‘mech-
anical’ dictionary might work” (Hutchins 1997: online). His idea 
was followed up by Becher’s complex yet groundbreaking ideas for 
machine translation, including attaching glossaries to a universal lan-
guage, which were revisited and published in the 1960s as an example 
of pre- computer instructions (or program) for machine translation 
(Becher, 1962).

However, if the 17th- century ideas for MT are to be disregarded, 
the actual beginning of MT dates to the 1930s when Russian scholar 
Petr Troyanskii introduced foundational ideas emphasising human- 
assisted MT, where translation is machine- performed but requires 
human pre-  and post- processing (Hutchins, 2010: 434). Conversely, 
Warren Weaver and Andrew Booth were among the first to suggest 
using newly invented computers for translating natural languages, 
independent of extensive human intervention (Chan 2004: 290– 291). 
In 1949, Weaver published a memorandum, suggesting the applica-
tion of cryptography, statistical methods, Claude Shannon’s informa-
tion theory and exploiting the logical features of languages (Kornacki, 
2018) in machine translation. The reception of the memorandum was 
varied, however. Many scholars believed any language to be too com-
plex to be successfully processed by a machine. At the same time, 
researchers like Erwin Reifler found the idea promising. Reifler 
suggested how simple word- for- word translations can be used in a 
system involving text pre-  and post- editing (idem).

In the 1950s, the development of MT gained momentum. The 
Massachusetts Institute of Technology (MIT) held the first confer-
ence on MT in 1952, which introduced several new ideas regarding 
pre-  and post- editing, appropriate target lexical items selection and 
a sort of syntactic structure analysis. However, the most significant 
conclusion was that a public demonstration of a functional MT system 
was necessary to attract funding. The presentation occurred in 1954 
at Georgetown, where an MT system was used to translate a pre- 
selected sample from Russian to English. The presentation attracted 
much attention, resulting in substantial funding for the project in the 

 

 

 

 

 



8 (R)evolution of translation technology

US. However, the global interest in MT was even more impressive 
(Kornacki, 2018).

Over the following decade, more and more problems started to appear. 
Some of them resulted from the fact that no appropriate technology was 
available yet. Others related to purely linguistic problems. Several prom-
inent individuals (e.g. Bar- Hillel, see Green, Heer & Manning, 2015) 
claimed that the very principles of MT were flawed. The popular belief 
at the time was that the goal of MT was to create a system that could 
produce a human- quality level of translation without human interven-
tion (fully automated high- quality translation [FAHQT]). The problem 
was, as the ongoing research suggested, that the idea was not only 
limited by the technology –  it was theoretically impossible to achieve. 
A solution might have been found if the problem was to remain in an 
academic domain. However, many parties invested money and needed 
to see if the investment would pay back. Therefore, the US govern-
ment set up the Automatic Language Processing Advisory Committee 
(ALPAC) in order to examine the situation. The 1966 ALPAC report 
said that “MT was slower, less accurate and twice as expensive as 
human translation and that there is no immediate or predictable prospect 
of useful machine translation” (Hutchins 1995, online). Moreover, the 
report recommended the development of machine aids for translators 
and the continued support of basic research in computational linguis-
tics. MT turned out to be costly, time- consuming (the need for pre-  and 
post- editing) and of low quality. Therefore, by suggesting the develop-
ment of other- than- MT computer- based aids for translators, the report 
marked the end of the research on MT in the US.

The research on MT entered a period of stagnation. This is not 
to say that there were no breakthroughs. Canada required reliable 
translation services to support its bicultural policy while Europe had 
to deal with the growing need for translation within the European 
Community. This led to the creation of Météo, which was employed 
to translate Canadian weather forecasts since 1976. Other important 
systems included (see Hutchins 2010):

 • French TITUS
 • Chinese CULT
 • Japanese ATLAS
 • SYSTRAN
 • Xerox Corporation MT and
 • MT system developed by the Logos Corporation

 

 

 



(R)evolution of translation technology 9

The success of the abovementioned systems reignited the spark of 
interest in MT. Advancements in the development of computers, as 
well as the new research in computational linguistics, significantly 
contributed to restarting the interest in MT in the 1980s. First and 
foremost, researchers and translation service providers realised that 
a change in the approach to MT was required. They did not need a 
system that could provide FAHQT services, but rather a tool that would 
aid human translators in the translation process. Kornacki (2018: 100) 
mentions that the “role of MT changed from a utopian system meant 
to replace human translator to a component of translator’s workshop”. 
While it is still successfully employed in domain- restricted systems 
for specific purposes (Xerox, Microsoft) and as a service for non- 
translators (auto- translation of web pages, free online MT systems 
like Google Translate or DeepL) (Hutchins, 1995, 2006), the authors 
believe that it is critical to consider MT as an aid for a professional 
translator, not a replacement for his/ her services.

The period of “revival” of the interest in MT, which can be 
considered to have lasted from the 1980s to 2010s, saw a growing 
progress in the quality of MT output. The initial MT systems were 
rule- based, which was actually one of the very first MT strategies to 
be developed. “More complex than translating word to word, these 
systems develop[ed] linguistic rules that allow[ed] words to be put 
in different places, to have different meanings depending on context, 
etc.” (Costa- Jussà et al., 2012: 248). Rule- based MT (RBMT) offered 
consistent and predictable quality at the cost of complexity and being 
expensive. RBMT is based on rules (grammatical, lexical and styl-
istic), the application of numerous bilingual dictionaries for each lan-
guage pair and software able to handle the data to produce a successful 
translation. The drawback of such an approach to MT was that for the 
system to provide acceptable translation, a lot of linguistic resources 
and time was required. What it means is that an RBMT system is 
expensive to build, and it can be even more costly to customise.

Statistical machine translation (SMT) takes on a different approach. 
It utilises multilingual corpora to identify statistical patterns and rules, 
which can be later used in the process of translation (Koehn 2009). 
Its performance is directly related to the number and quality of the 
corpora available for the system. Instead of words, SMT systems use 
phrases as basic units of translation and produce translations “using 
the overlap in phrases” (Costa- Jussà et al., 2012: 249). However, their 
very nature and dependence on raw data that required to be processed 

 

 

 

 



10 (R)evolution of translation technology

in real- time meant that an average SMT system depended on the com-
puting power of contemporary computers, which was not significant 
(compared to modern computers) and acted as a solid limiter to their 
wider use.

Hybrid MT systems combine the best features of different types 
of machine translation methodologies, such as rule- based machine 
translation (RBMT), statistical machine translation (SMT) and neural 
machine translation (NMT), to leverage the strengths and mitigate 
the weaknesses of each individual approach. This combination can 
address specific challenges like handling idiomatic expressions, 
maintaining consistency and ensuring fluency. Hybrid systems can 
be more adaptable to various types of texts and languages, including 
those with limited available data or complex grammatical structures. 
The synergy of different methods often results in translations that 
are more accurate and maintain the context and stylistic nuances 
better than systems relying on a single approach. Examples of hybrid 
systems include Google Translate (in its previous iterations) which 
involved both RBMT for basic grammatical structures and SMT for 
handling large- scale bilingual corpora before fully transitioning to 
NMT, or SYSTRAN which has been developed to combine rule- based 
and statistical translation methods, aiming to provide more accurate 
translations, especially for languages with less digital data (idem.).

The introduction of the abovementioned neural machine transla-
tion marked the neural revolution in the mid- 2010s. NMT systems use 
deep learning, particularly sequence- to- sequence models like recurrent 
neural networks (RNNs) and later transformers, to provide more con-
textually aware and fluent translations. Today, NMT systems continue 
to evolve, integrating more advanced neural network architectures 
and addressing challenges such as handling low- resource languages 
and domain- specific translations. Recent advancements in the devel-
opment of AI and its integration with NMT systems continue to push 
the boundaries of what is possible in MT. While MT in itself is very 
helpful, it is most commonly used by translators within a transla-
tion environment called computer- assisted translation (CAT) tools, 
discussed in the next section.

1.1.2 Computer- assisted translation (CAT) tools

CAT tools came to be in the first place due to the perceived failure 
of early MT systems. Kornacki (2018) mentions that the publication 

 

 



(R)evolution of translation technology 11

of the ALPAC report and the subsequent redirection of research in 
the field of machine translation (MT) enabled scholars to move away 
from the overly optimistic presuppositions initially associated with 
MT and to instead concentrate on developing both linguistic and 
computational strategies that could enhance machine translation cap-
abilities. This shift was instrumental in fostering corpus- based and 
statistical methodologies research, which ultimately established the 
groundwork for computer- assisted translation.

The advent of corpus- based frameworks, alongside novel data 
storage and retrieval methods, facilitated the establishment of foun-
dational principles for translation memory (TM) systems (Bowker 
& Fisher, 2010). TM systems, which are essentially bilingual cor-
pora, provide the capability to retrieve and utilise past translations 
in ongoing projects (Zanettin, 2012). Despite the utility of TM as a 
standalone resource, translators expressed a need for more versa-
tile tools that could streamline the translation process (Austermühl, 
2001). Recognising this demand, the market responded with the intro-
duction of the first CAT tools. The initial foray into this technology 
was the Translation Support System (TSS), developed by Automated 
Language Processing Systems (ALPS) in the mid- 1980s (Somers, 
2003). However, the market at that time was not technologically 
prepared for the widespread adoption of such tools, as many translators 
were still reliant on typewriters (Olohan, 2015). The transition from 
typewriters to home personal computers (PCs) equipped with word 
processors –  and eventually connected to the internet –  marked a sig-
nificant technological shift. By the mid- 1990s, the affordability and 
versatility of PCs had increased to the point where acquiring one was 
no longer a significant financial investment (Chan, 2015).

This technological evolution set the stage for introducing new 
CAT tools into the market. Various tools emerged, including Trados, 
Translator’s Workbench, MultiTerm (a terminology database), 
Translation Manager 2, Transit, Déjà Vu and the now- discontinued 
Eurolang Optimiser. The efficacy of these tools varied, but it was Trados 
that, “thanks to successful European Commission tender bids in 1996 
and 1997 –  that found itself the tool of choice of the main players, and, 
thus, the default industry standard” (Garcia 2015: 70). The competi-
tive landscape was intense, compelling the early CAT tools to undergo 
significant evolution. By the late 1990s, more sophisticated systems 
offered features such as translation memory, alignment tools, termin-
ology management and a variety of file- processing filters (Bowker, 
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2002). CAT tools have been designed to aid translators in their work, 
enhancing both the efficiency and quality of translations. The key 
ideas behind their creation and use were (and still are):

 • increased efficiency
 • consistency in translation
 • quality improvement
 • resource management
 • collaboration facilitation
 • integration with other tools
 • cost reduction

Recent advancements in CAT tools have focused on refining 
existing features and incorporating innovative technologies such as 
MT and AI. MT remains one of the central components in the CAT 
environment, now integrated as a module in most contemporary 
CAT tools, which allows the integration of multiple commercial MT 
plugins. AI integration is visible in features like, for example, Phrase 
Language AI developed by Phrase for their home TMS system, which 
uses AI features to determine “the optimal MT engine for translation 
jobs, based on each job’s domain and language pair” (Phrase TMS, 
2024: online). However, CAT software developers go even further 
than MT evaluation. Trados is about to launch (at the time this book 
is written) its own LLM which will help translators in several ways. 
Pooley (2023: online) hints that translators will be able to send to the 
LLM the following information:

 • “How other segments in the same document have been translated;
 • How similar segments were translated in the past (re- using fuzzy 

match technology);
 • Which terms have been identified in the source text and how they 

should be translated;
 • The required style of translation (formal, informal, friendly, pro-

fessional etc.);
 • Other settings like maximum length or gender- neutral language.”

All this data will allow the LLM to improve its generative output and 
provide the translator with better suggestions. However, details of 
what happens with the submitted data are still unclear. Trados claims 
their private LLM can be trained with the user data, which suggests 
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data pooling for, supposedly, mutual benefit –  and data pooling is 
something translators do not like due to data confidentiality policies 
they are part of. The exact nature of the proposed solution is yet to 
be seen, but the idea is promising and something to be considered by 
other CAT developers.

In summary, the field of computer- assisted translation has evolved 
considerably since the 1966 ALPAC report’s critical assessment of 
MT. The redefined role of MT has facilitated the advancement of CAT 
tools and enhanced MT itself, now purposed to complement human 
translators’ expertise rather than supplant it. Although the future dir-
ection of CAT tools is yet to be fully determined (namely due to the 
implementation of NMT systems and the emergence of large language 
model (LLM)- based AI), current trends do indicate the need for fur-
ther improvement, if not a redefinition of the basic concept of CAT 
tools as such.

1.1.3 Translation management systems

Translation management systems (TMS) represent a pivotal aspect in 
the evolving landscape of language translation, offering an integrated 
approach to managing the complex process of translating documents 
across various languages. Embodying a fusion of technology and lin-
guistics, these systems streamline the translation workflow, thereby 
enhancing efficiency and accuracy (see Austermühl, 2001; Jiménez- 
Crespo, 2013; Kornacki, 2018).

At first glance, it may be unclear how TMS are different from CAT 
tools. The explanation lies in the scope of both notions. At the core of 
most state- of- the- art TMS is a software solution designed to facilitate 
and automate the translation process. It serves as a central hub for 
all translation- related activities, including project management, work-
flow automation, collaboration and integration of translation mem-
ories and glossaries (Jiménez- Crespo, 2013). Basically, it is a CAT 
tool. However, where a CAT tool offers basic features in terms of 
project management, collaboration and integration, a TMS provides a 
centralised system for handling multiple translation projects, tracking 
progress and managing resources. TMS allow project managers to 
assign tasks, track deadlines and oversee multiple projects simultan-
eously. They can automate workflow steps, from the initial quote to 
final delivery, and can integrate with client systems for seamless pro-
ject transitions (Kenny, 2011; Herbert et al. 2023). What is more, they 
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often feature robust collaboration tools, allowing multiple translators, 
editors and project managers to work together effectively. Some of 
the most known TMS on the market are SDL Trados Studio, memoQ, 
Phrase, XTRF and GlobalLink, to name just a few.

TMS increasingly use AI in areas like automated workflow man-
agement (e.g., AI can automate several aspects of the translation work-
flow, such as project assignment, deadline estimations and resource 
allocation based on the complexity of the text, translator expertise and 
past performance data); predictive analysis (e.g., AI can analyse his-
torical data to provide insights and predictions on project timelines, 
costs and resource requirements. This helps in better planning and 
managing translation projects); and client interaction and support 
(e.g., AI- powered chatbots and virtual assistants can be integrated into 
TMS to provide support for clients in areas like: automated quotes; 
document submission, technical assistance in terms of TMS integra-
tion in the client’s system, and more). To sum it up, TMS are mainly 
used by translation agencies and large organisations that handle a high 
volume of translation work and require comprehensive management 
of these processes. On the other hand, CAT tools are primarily used by 
individual translators or small teams focusing on the translation task 
itself. They are essential for translators aiming to enhance their prod-
uctivity and maintain quality.

1.1.4 Writing assistants and checking tools

Writing assistants, such as Grammarly, DeepL Write or Microsoft 
Editor, represent a significant evolution in the domain of language 
processing and translation, marking a pivotal shift in how text 
is composed, analysed and refined. These tools, underpinned by 
advanced artificial intelligence (AI) algorithms, serve to augment the 
writing process, offering nuanced and context- aware suggestions that 
go beyond mere spellchecking (see Frankenberg- Garcia et al., 2019; 
Pokrivcakova, 2019). At least, such is the theory. In practice, avid 
users will see that the suggestions of changes offered by those tools 
are not always 100% accurate or they change the idea that the writer 
wanted to convey. While this may deter many individuals, it has to be 
remembered that, as with any AI- powered writing tool, human inter-
action (proofreading or post- processing) is fundamental –  tools are 
there to facilitate our work, not do it for us (Gayed et al., 2022). What 
is more, it needs to be noted that in some cases (e.g. Grammarly) the 
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efficiency and the number of features of the tool increases when the 
paid version is used.

The genesis of writing assistants can be traced back to the early 
days of computer- assisted writing tools, which primarily focused 
on basic grammar and spellcheck functions. However, AI and 
machine learning technologies (Brynjolfsson and McAfee, 2014) 
have revolutionised these tools. Modern writing assistants leverage 
sophisticated algorithms to understand the grammatical correctness 
and the context, tone and style of the written text. This evolution is 
deeply rooted in the advancements in natural language processing 
(NLP) and machine learning, fields that have seen exponential growth 
in recent years (Godwin- Jones, 2022).

AI plays a central role in the operation of these tools. By employing 
techniques such as deep learning, a subset of machine learning, writing 
assistants can analyse vast amounts of text and learn from the nuances 
of language usage. This enables them to provide contextually appro-
priate and stylistically consistent suggestions, thereby enhancing the 
written content’s overall quality.

The primary aim of writing assistants is to aid users in produ-
cing clear, effective, and error- free text. They serve as a virtual aide, 
ensuring linguistic accuracy and stylistic appropriateness. For pro-
fessional translators, these tools offer invaluable assistance in several 
ways. In regular translation workflows, writing assistants can help in 
ensuring the grammatical integrity and readability of translated text. 
They can serve as a final check to ensure that the translation is accurate 
and reads naturally in the target language.

In the context of MT and CAT workflows, writing assistants can 
play a pivotal role in post- editing processes. Machine translation, 
while efficient, often lacks the nuanced understanding of language 
that a human translator possesses. Writing assistants can bridge this 
gap by identifying and suggesting corrections in areas where the 
machine translation may fall short, such as idiomatic expressions or 
subtle language nuances. While the same can be said about CAT- based 
translation, it must be mentioned that CAT tools segment text to allow 
human translators to translate it. Therefore, the resulting translation 
is primarily sentence for sentence, which may be detrimental to the 
final clarity of the text. Post- editing with writing assistants can help 
to identify and mitigate such problems, but to some extent only. In 
order to provide a level of correction that “sees” above the context of 
neighbouring sentences, other tools have to be used, primarily GenAI. 
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In conclusion, writing assistants represent a confluence of linguis-
tics and AI, providing a sophisticated layer of language analysis that, 
if consciously used, enhance the translation process and reflect the 
dynamic interplay of human expertise and machine intelligence in the 
field of language translation.

1.1.5  Generative artificial intelligence in translation

The beginnings of GenAI in translation can be traced back to the early 
days of computational linguistics and machine translation. These ini-
tial steps, rooted in rule- based systems, laid the critical groundwork 
for AI’s application in translation (Lopez, 2008; Koehn, 2009). In 
these formative years, the focus was on creating algorithms that could 
translate text based on a set of predefined grammatical and lexical 
rules. While these systems were foundational, they were limited by 
their inability to adapt to human languages’ linguistic nuances and 
context variability.

Their evolution was closely bound with that of MT. A significant 
paradigm shift occurred with the transition to SMT. However, the most 
transformative moment in this evolutionary trajectory was the intro-
duction of NMT (both SMT and NMT were discussed in section 2.1.1). 
NMT represented a leap forward in translation technology, employing 
deep learning and artificial neural networks to capture the contextual 
nuances of language. Unlike its predecessors, NMT does not rely on 
discrete phrases or words but rather considers the entire input sequence, 
enabling it to produce more fluent and accurate translations. The deep 
learning algorithms at the heart of NMT allow for processing vast 
amounts of data and learning complex patterns and intricacies of lan-
guage in a way that mimics human cognition (Melby, 2019).

GenAI, on the other hand, refers to the broader set of AI technolo-
gies that can generate new content. This includes not just text, but also 
images, music, code, and more. In the context of translation, GenAI 
is seen in the development of models that can generate human- like, 
coherent, and contextually relevant text based on training from large 
language datasets. The most notable examples of GenAI in transla-
tion are the generative pre- trained transformers (GPTs) and similar 
models, which use deep learning techniques to produce text that 
mimics human writing styles and patterns (Cao et al., 2023).

The relationship between GenAI and NMT is thus one of extension 
and integration rather than replacement. GenAI models, particularly 
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those based on transformer architectures, have been integrated into 
NMT systems to enhance their capabilities. These models contribute 
to the translation process by improving understanding of context, 
idiomatic expressions, and stylistic nuances. Additionally, GenAI 
can assist in tasks closely related to translation, such as paraphrasing, 
summarising and creating multilingual content that retains the 
original’s tone and style.

In summary, while NMT represents a significant leap in translation 
technology, GenAI is an overarching technology that includes NMT 
as one of its applications. The integration of GenAI into NMT systems 
represents the evolution of translation technology, where the bound-
aries of machine translation are continually being expanded to achieve 
greater fluency, accuracy, and contextual relevance.

1.2 The current state of translation technology

The preceding section aimed to provide an overview of the signifi-
cant developments in translation technology, focusing on aspects 
considered most crucial and explaining the application of these 
technological advancements in the field of translation. The following 
section aims to summarise the above and provide additional insights.

The current state of translation technology is a dynamic and 
evolving landscape, marked by significant advancements and 
challenges that are shaping the future of translation practices. In this 
detailed overview, we explore the technologies most commonly used 
by translators, the mastery and market expectations of translation 
technology, its current limitations, and the prospective impact on the 
future of translation.

Today’s translation industry relies heavily on sophisticated tech-
nologies such as CAT tools, TM systems and NMT. CAT tools, 
including widely used platforms like SDL Trados and MemoQ, offer 
translators an integrated environment to streamline their workflow, 
enhanced by the capabilities of TM systems that store and reuse pre-
viously translated segments. NMT, a breakthrough in machine trans-
lation, employs deep learning algorithms to deliver translations with 
unprecedented fluency and contextual accuracy. The potential for fur-
ther enhancement lies in the deeper integration of AI, which promises 
to extend the capabilities of these tools, especially in handling diverse 
linguistic structures and specialised domains (Baker & Saldanha, 
2019; Camgoz et al., 2020; Kong, 2022; Pym, 2023).
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In translation technology, a growing expectation exists for 
translators to be proficient with these advanced tools. Mastery of CAT 
tools, TM systems and NMT is increasingly seen as integral to profes-
sional translation, driven by market demands for efficiency, consist-
ency and speed. This expectation underscores a shift in the translator’s 
role, where technical expertise becomes as crucial as linguistic skills 
(Groves & Mundt, 2015; Pietrzak & Kornacki, 2021; Vieira 2020, 
Vieira et al., 2021).

Despite the advancements, translation technologies are not without 
limitations. Challenges such as handling low- resource languages 
and domain- specific terminologies often require human expertise. 
NMT, while sophisticated, frequently struggles with cultural nuances 
and idiomatic expressions, necessitating human intervention. These 
technological constraints necessitate a balanced approach, where 
translators must judiciously use technology while relying on their lin-
guistic and cultural expertise (Bentivogli et al., 2020).

With its blend of AI- driven advancements and inherent challenges, 
the current trajectory of translation technology is paving the way 
for a future where translation is about converting text and facili-
tating seamless multilingual communication. Future developments 
are likely to focus on enhancing the capabilities of NMT, exploring 
new frontiers in AI, and finding innovative ways to integrate human 
expertise with machine efficiency. This evolving landscape suggests a 
future where translation technology transcends its current limitations, 
offering more nuanced and culturally sensitive translations (Cao et al., 
2018; Jiang & Lu, 2021; Khurana et al., 2023).

The state of translation technology today is a testament to the 
remarkable progress in the field, intertwined with challenges that spur 
continuous innovation. As technology advances, it reshapes the prac-
tice of translation, setting the stage for a future that promises even 
greater integration of human and machine capabilities in overcoming 
language barriers. However, this discussion would not be complete 
without proper consideration of the current stage of development of 
AI and its capabilities.

1.3 Stages of AI development

The development stages of AI provide a useful framework for 
understanding how translation technologies have evolved over 
time. From rule- based systems to current NMT models, each stage 
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represents a significant leap in the capabilities and accuracy of trans-
lation tools. By understanding these stages, translators can appreciate 
the technological advancements that have impacted their profession 
and anticipate future trends.

As AI continues to advance, the role of human translators is 
expected to change. The transition from Narrow AI to potential 
future stages, such as Artificial General Intelligence and Artificial 
Super Intelligence, could significantly alter the translation landscape. 
By understanding the trajectory of AI development, translators can 
better prepare for future challenges and opportunities, especially if 
they realise the current stage of AI development. This might include 
acquiring new skills or exploring niches where human translation 
remains irreplaceable. Awareness of AI development stages also 
encourages continuous learning and adaptation, which are essential 
for thriving in a rapidly changing profession.

With AI gaining a huge amount of attention from the general audi-
ence, it is possible to determine between three and ten stages of AI 
development. The broader classification, based on thoughts by people 
like Igor van Gemert (2023) –  an IT specialist with a background in 
cybersecurity and AI, and rather popular in the internet media –  includes:

1 Rule or Knowledge- Based Systems –  early AI systems that 
operate on predefined rules and knowledge bases;

2 Context- Based & Retention Systems –  these systems can under-
stand the context and retain information over sessions;

3 Narrow Domain or Expert AI Systems –  AI systems specialised 
in specific domains, excelling in specific tasks and replicating 
human expertise in fields like medicine, finance, gaming and lan-
guage translation;

4 Reasoning AI Systems –  AI systems designed to simulate human- 
like reasoning and decision- making processes using logical 
reasoning and inferences based on provided information;

5 Self- Aware Systems –  AI that possesses self- awareness and con-
sciousness that can introspect and develop an understanding of 
itself;

6 Artificial General Intelligence –  AI that can learn, reason and 
perform a wide range of actions on a human level (see more 
below);

7 Artificial Super Intelligence –  AI that surpasses human intelli-
gence across all fields (see more below);
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8 Transcendent AI –  hypothetical AI that has evolved beyond 
current understanding and capability (Sarsia et al., 2023), poten-
tially merging with advanced technologies to enhance or create 
new forms of intelligence;

9 Cosmic AI –  hypothetical AI that operates at a cosmic scale, 
potentially involving intelligence that spans galaxies or the 
universe;

10 God- Like AI –  hypothetical AI with omnipotent and omniscient 
capabilities.

Given that 40% of the above list remains hypothetical, a narrower 
list might be better to serve as a basis for future discussion. Mucci & 
Stryker (2023) suggest the following:

1 Narrow AI, also known as Artificial Narrow Intelligence (ANI) 
or Weak AI. ChatGPT, one of the most widely known public AIs, 
falls into the category. ANI refers to artificial intelligence systems 
designed to perform a narrow task (e.g., facial recognition or 
internet searches) without possessing consciousness, sentience, 
or general intelligence (Bundy, 2017; Jungherr, 2023; Mucci & 
Stryker, 2023). These systems are highly specialised and can out-
perform humans at their specific tasks due to their efficiency and 
ability to process large datasets quickly. At the moment, the pub-
licly available AI tools suggest that the development of AI is at this 
particular stage.

2 Artificial General Intelligence (AGI). AGI, which is also known 
as strong AI (Kurzweil, 2005; James, 2021), full AI (James, 2021), 
human- level AI (Roser, 2023) or general intelligent action (Newell 
and Simon, 1976), refers to a type of AI that can learn, reason and 
perform a diverse range of actions similar to humans. However, 
some academic sources reserve the term “strong AI” for computer 
programs that experience sentience or consciousness. The ultimate 
objective of developing AGI is to create machines that can exe-
cute multiple tasks and function as human- like, equally intelligent 
assistants in our day- to- day lives (Altman, 2023). Or, to put it in 
other words, it will be a machine that is “able to learn to do any-
thing a human can do” (Russel & Norvig, 2021: 50).

3 Artificial Superintelligence (ASI), or super AI, represents a the-
oretical form of artificial intelligence that surpasses human intel-
ligence across all fields, including creativity, general wisdom and 

 

 

  

 

  

 

 

 



(R)evolution of translation technology 21

problem- solving. ASI would not only be capable of mimicking 
human intelligence and capabilities but would significantly exceed 
them (Yampolskiy, 2015; Barrett & Baum, 2017; Baum et al., 
2017), leading to innovations and decision- making at levels incom-
prehensible to humans. The concept of ASI raises both opportun-
ities and risks, prompting discussions on ethical implications, 
control and governance (Altman et al., 2023). ASI would act as the 
backbone technology of a completely self- aware AI that can self- 
improve. The idea behind it is also the reason why the media often 
portrays the “AI takeover” as a recurring theme. But at this point, 
it’s all speculation.

Below is a point- by- point comparison of ANI, AGI and ASI, 
highlighting their capabilities, scope and differences (see Goertzel 
& Pennachin, 2007; Bostrom, 2014; Bostrom & Yudkowski 
2014; Yampolskiy, 2015; Brooks, 2017; James, 2021; Russel & 
Norvig, 2021).

The discussion highlights that we are still in the early stages of 
AI development, and that despite its current capabilities, AI has tre-
mendous untapped potential. The figure below shows the estimated 
range for AI technology to achieve human- level performance, based 
on pre- generative (2017) and post- generative AI (2023) capabilities. 
It is evident that progress has been faster than expected in some areas.

Looking forward, the progression from the present stage towards 
AGI, and subsequently to ASI, represents a significant stride in 
technological advancement. It needs to be stressed that AGI remains a 
theoretical concept at this point. Achieving AGI would signify the cre-
ation of machines capable of executing multiple tasks and functioning 
as human- like, equally intelligent assistants in our daily lives. This 
transition would mark a pivotal point in AI development, potentially 
reshaping various aspects of the world, including employment, by 
offering new opportunities and necessitating the adaptation of the 
workforce to new roles where human intelligence and emotional 
understanding are irreplaceable.

However, it does not mean the change is imminent. As Roser (2023) 
shows, using data from Stein- Perlman et al.’s (2022) survey, there is 
no consensus among experts regarding the timeframe for developing 
AGI. Some are of the opinion that this level of technology will never 
be achievable. Others believe that it is possible, but it will take a 
considerable amount of time. However, many experts believe that it 
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Table 1.1  Comparison of ANI, AGI and ASI

Characteristic ANI AGI ASI

Learning 
capability

Specialised learning within a 
specific domain.

Learns from diverse experiences 
across a wide range of domains.

Surpasses human ability to learn and 
improve, acquiring knowledge at an 
unprecedented scale.

Understanding 
and 
reasoning

Limited to understanding 
and reasoning within its 
programmed domain.

Comprehends context, makes 
judgements, and applies 
reasoning broadly, similar to 
human intelligence.

Exceeds human cognitive abilities, 
offering deep insights and solving 
complex problems beyond human 
comprehension.

Adaptability Performs well in predefined 
tasks but struggles with 
unexpected changes.

Adapts to new, unforeseen 
circumstances and dynamically 
applies knowledge.

Exhibits superior adaptability, predicting 
and shaping the environment in ways 
unimaginable to humans.

Generalisation Cannot generalise its knowledge 
to other domains beyond its 
training.

Generalises knowledge from one 
domain to another, leveraging 
insights across contexts.

Achieves ultimate generalisation, 
integrating and innovating across all 
domains of knowledge.

Scope of 
intelligence

Domain- specific intelligence 
with a narrow focus.

Comparable to a human’s cognitive 
abilities across a broad range of 
functions.

Far exceeds any human intelligence, 
with capabilities spanning all 
conceivable domains and beyond.

Creation and 
innovation

Limited to optimising and 
improving within its specific 
domain without genuine 
innovation.

Capable of creative thinking and 
innovation across multiple fields, 
similar to an intelligent human.

Possesses creativity and innovation 
that could lead to groundbreaking 
advancements beyond human 
imagination.

Autonomy Operates under human- set 
parameters and control.

Has autonomy similar to that of 
a human, making independent 
decisions across various contexts.

Autonomous decision- making with 
the ability to redefine objectives and 
outcomes beyond human control or 
understanding.
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Figure 1.1  Estimated range for technology to achieve human- level perform-
ance, by technical capability.

Source: McKinsey & Company (2023).

Figure 1.2  Median human- level AI estimate, (Roser, 2023), based on surveys 
conducted in 2018, 2019 and 2022.

Note: The median estimate is a statistical measure that represents the middle value in a 
set of predictions from experts. This means that half of the experts predict that human- 
level AI will be achieved before this year, and half predict it will be achieved after. The 
purpose of the median estimate is to summarise a wide range of expert opinions into 
a single, more easily interpretable figure. However, it is important to note that these 
estimates are highly speculative and depend on various factors, including advancements 
in technology, ethical considerations, regulatory environments and the allocation of 
resources for AI research and development (see Armstrong & Sotala, 2012; Grace 
et al., 2018).
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can be developed in the next few decades (see the above figure; for 
more information see Stein- Perlman et al., 2022; Zhang et al., 2022). 
However, a noticeable trend is that the advancements in technology 
affect experts’ expectations significantly.

The prospect of reaching ASI, an AI that surpasses human intelli-
gence in all fields, including creativity, general wisdom and problem- 
solving, is even more speculative and futuristic. Such an advancement 
would not only mimic human capabilities but significantly exceed 
them, leading to innovations and decision- making on a level incom-
prehensible to humans. The ethical implications, risks and governance 
of ASI are subjects of intense debate and speculation, highlighting the 
importance of careful consideration and planning as we advance in AI 
development.

While the current stage of AI development presents remarkable 
capabilities, there is significant room for improvement and advance-
ment. The potential journey towards AGI and ASI offers both exciting 
opportunities and formidable challenges. As AI continues to evolve, it 
is crucial for society, including professionals whose fields are directly 
impacted by AI, such as translators, to engage in continuous learning, 
adapt to new technologies and actively participate in shaping the future 
of AI to ensure that it aligns with ethical standards and human values. 
This will enable us to harness the benefits of AI while mitigating risks 
and ensuring that technology augmentation enhances human capabil-
ities and contributes to further development of the profession, rather 
than replacing translators altogether.

The authors discuss the stages of AI development early in the 
book for several reasons. The discussion lays the foundation for 
understanding the profound implications of AI on the translator pro-
fession. This exploration seems valid here as it grounds the discus-
sion in later chapters on augmented translation in hybrid workflows 
(Section 2.1), collaboration with AI systems (Section 2.2) and the 
impact of these advancements on translator profession (Section 2.3). 
Outlining the stages of AI development allows for anticipating future 
trends in translation technology and comprehending the dynamic 
nature of translator- AI interaction and the evolving skill sets required 
of translators, as discussed in Chapter 3 and beyond. The discus-
sion hopefully sets the context for addressing the research findings 
(Chapter 4) and grounds the discussion on integrating AI and human 
expertise in translator training (Chapter 5).
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2  Translator– AI interaction

2.1 Augmented translation

The significance of AI in translation extends beyond simply effi-
ciency. Machine learning has revolutionised the translation industry 
by significantly enhancing productivity and ensuring better consist-
ency in translation. Automated translation systems have challenged 
traditional notions of translation. While AI- powered systems can 
handle the mechanical aspects of translation, such as terminology con-
sistency, glossary creation and rapid translation of large volumes of 
text, they struggle with pragmatic translation, domain expertise and 
understanding context (Lumeras & Way, 2017). Human translators, 
on the other hand, excel in these areas thanks to their nuanced 
understanding, creativity and cultural sensitivity.

Therefore, the most successful human- AI interaction translation 
workflows involve a complementary dynamic, where AI supports the 
mechanical aspects of translation, freeing human translators to focus on 
the more complex, nuanced aspects of language that machines cannot 
yet replicate. This convergence of technology and human expertise 
enables the handling of increasing volumes of content necessitated 
by globalisation and the digital age, where information exchange is 
paramount. Moorkens and O’Brien (2017) suggest that successful col-
laboration between humans and machines in translation tasks depends 
on developing interfaces that facilitate easy post- editing, offer cus-
tomisable features and integrate effectively with both TM and MT 
outputs. This integration of AI into translation workflows prompts a 
re- evaluation of the skills and roles of human translators. Rather than 
rendering human translators obsolete, AI has the potential to augment 
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their work, freeing them from the task of translating routine, repetitive 
content and allowing them to focus on complex, nuanced and creative 
aspects of translation.

Engelbart (1962) introduced the concept of augmenting human 
intellect, emphasising the enhancement of a person’s capability 
to tackle complex situations, improve comprehension, and devise 
solutions more effectively. This concept entails not only quicker and 
better comprehension but also the ability to understand previously 
incomprehensible situations, leading to faster and superior solutions, 
including solving previously unsolvable problems.

O’Brien (2023) observes that human performance is limited by 
cognitive load, suggesting that augmentation can transcend this 
barrier and enhance intelligence by leveraging technologies related 
to human perception and cognitive function. Alicea (2018) and 
Stanney et al. (2015) support this view, highlighting the potential of 
augmentation to extend human capabilities. Raisamo et al. (2019) 
further elucidate this concept by illustrating how augmented human 
combines elements of augmented reality (AR), virtual reality 
(VR), ubiquitous computing, and other user interface paradigms in 
innovative ways. Consequently, human augmentation is portrayed 
as a comprehensive integration of various factors that collectively 
improve performance and interaction with the work environment, 
as suggested by Martin et al. (2011) and Salmi et al. (2017). This 
holistic approach to augmentation underscores its potential to 
significantly impact human engagement with their professional 
surroundings.

In the field of translation, the practice has evolved into an augmented 
activity through the adoption of universal tools and technologies 
(Jiménez- Crespo, 2023; O’Brien, 2023). Lommel (2020) discusses 
the introduction of the concept of “augmented translation” by CSA 
Research in 2017, defining it as a technology- centric approach aimed 
at enhancing the capabilities of human translators. This initiative 
anticipated the gradual integration of additional technologies to estab-
lish an AI- driven platform for linguists. Such a platform is designed to 
significantly increase efficiency and proficiency by automating repeti-
tive tasks and minimising disruptions associated with information 
retrieval. This forward- looking perspective underscores the evolving 
role of technology in transforming the translation profession towards 
greater productivity and effectiveness.
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Lommel (2020) outlines several key technological components of 
augmented translation:

 • Adaptive Neural Machine Translation. NMT, built on deep- 
learning algorithms and large datasets, has shown remark-
able improvements over previous statistical methods, offering 
translations that are often more fluent and coherent (Sutskever 
et al., 2014; Vaswani et al., 2023). The adaptive aspect of this tech -
nology enables it to tailor its operations to the specific content 
being translated, learning the terminology and stylistic preferences 
unique to each translator. By remembering the nuances of 
translations at the sub- segment level, it extends beyond traditional 
translation memory systems, offering unprecedented support in 
translating previously unseen texts in a manner that aligns with the 
individual translator’s methodologies (DePalma, 2017).

 • Lights- out Project Management represents a paradigm in which 
projects are executed via a touchless, self- service model, signifi-
cantly reducing the necessity for project manager intervention. 
Lommel (2020) explains that this automation- centric approach 
ensures that processes are streamlined unless an issue necessitates 
human oversight. The advantages of such a methodology are multi-
faceted, including accelerated project initiation, enhanced trans-
parency for stakeholders and a comprehensive assurance that all 
elements of a project are meticulously managed. This innovative 
approach to project management not only optimises operational 
efficiency but also fosters a more reliable and transparent inter-
action with clients.

 • Integration of Translation Memory and Machine Translation 
is pivotal in creating a system that enhances real- time learning by 
assimilating human feedback and analysing linguist interactions. 
Lommel (2020) states that mere reliance on MT is insufficient for 
augmenting human capabilities. However, when MT evolves by 
adapting to the inputs from linguists on individual and collective 
levels, it leads to a seamless integration with TM. This dynamic 
interaction not only blurs the distinctions between TM and MT but 
also narrows the gap between human and machine capabilities, 
facilitating a more collaborative and efficient translation process.

 • Terminology Management and Automated Content Enrichment 
(ACE) necessitate the use of applications that integrate termin-
ology with knowledge management. Weber (2018) points out how 
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ACE aids translators by providing clarifications for ambiguous 
terms and facilitating the localisation of content across diverse 
cultures. This process is intricately linked to terminology man-
agement through the utilisation of a comprehensive terminology 
database. The availability of terminology enriched with detailed 
metadata significantly enhances the accuracy and contextuality of 
both human and machine translations, leading to outputs that are 
consistently precise and culturally appropriate (Lommel, 2020).

Figure 2.1 shows CSA 2020s a technology- centric approach to 
amplifying the capabilities of human translators.

However, the above seems incomplete without mentioning GenAI. 
Therefore, it is proposed here that an additional section dedicated to 
GenAI be included in the analysis.

 • GenAI Translation, which utilises the large language model  
(LLM) Transformer architecture, a cutting- edge approach that  
facilitates the generation of human- like responses within conversa-
tional contexts. This technology employs sophisticated deep-  
learning algorithms to produce natural language responses to given  
input texts, effectively mirroring human linguistic abilities (Haque 

Figure 2.1  Augmented translation ties humans and machines together.

Source: Lommel, 2020.
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& Li, 2024). Such capabilities enable the translation of texts in 
response to specific prompts, demonstrating the potential of GenAI  
translation to revolutionise the field by offering nuanced, context-  
aware translations. (see Section 2.2).

The concept of augmentation extends beyond the mere process of 
translation. As previously discussed, human augmentation integrates 
various factors that collectively enhance performance and interaction 
with the environment (Martin et al., 2011; Salmi et al., 2017; O’Brien, 
2023). Consequently, augmented translation necessitates the emer-
gence of a new breed of professional, termed the “augmented trans-
lator” by DePalma (2017) and CSA Research. These professionals 
operate within a technologically advanced environment designed 
to automate the execution of routine tasks, thereby freeing up their 
time and energy. This environment ensures that pertinent information 
is readily accessible, enhancing the consistency, responsiveness and 
productivity of language professionals. Thus, augmented translators 
can devote their attention to the more nuanced and engaging aspects 
of their work, moving beyond the mechanical aspects of translation.

Nevertheless, the adoption of augmented translation introduces 
several challenges. The integration of AI tools into established trans-
lation processes necessitates considerable technological investments 
and extensive training for translators to harness these tools proficiently. 
Incorporating AI into the translation workflow mandates a solid grasp 
of both the potential and the limitations inherent in these technologies. 
NMT systems, for example, have achieved significant advancements 
in producing translations that are both fluent and contextually precise 
(Sutskever et al., 2014). Yet, the performance of these systems is crit-
ically contingent upon the quality and scope of the training data, as 
well as the available computational resources.

Consequently, the effective utilisation of AI tools within transla-
tion workflows requires the development of a comprehensive training 
program for translators. Such programs must address the technical 
use of AI tools and foster an in- depth understanding of how to seam-
lessly integrate human expertise with AI functionalities to optimise 
outcomes. It is imperative that translators are equipped with the neces-
sary skills to monitor and refine AI- generated outputs, ensuring the 
translations adhere to the highest standards of accuracy, nuance and 
cultural appropriateness (Haque & Li, 2024). Moreover, the integra-
tion of AI into translation processes introduces a variety of ethical 
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and social implications (Section 2.4). It also highlights new areas of 
interest for translation scholars and translator educators. The demand 
for high- quality and accurate AI- generated translations necessitates 
comprehensive quality assurance protocols. Stringent quality 
assurance measures play a crucial role in upholding the quality and 
fidelity of translations, a factor that necessitates careful consideration 
within the framework of translation studies and translation education 
(see Chapter 3).

In conclusion, the progression towards augmented translation marks 
a significant phase in the field of linguistics, driven by the integration of 
artificial intelligence and technological advancements. This transform-
ation, rooted in Engelbart’s (1962) foundational concept of augmenting 
human intellect, is evolving to enhance translation practices significantly, 
offering a blend of efficiency, accuracy and nuanced understanding pre-
viously unattainable. The adoption of adaptive neural machine trans-
lation, lights- out project management and sophisticated terminology 
management systems, as suggested by DePalma (2017) and Lommel 
(2020), represents a leap forward in thinking about how translations can 
be approached, enabling translators to work more effectively and focus 
on the intricacies that define linguistic excellence. However, the tran-
sition to an augmented translation paradigm necessitates careful navi-
gation of the challenges it presents, including the need for substantial 
investment in technology and training as well as addressing ethical con-
siderations. The potential of augmented translation to revolutionise the 
industry is immense, promising a future where the symbiosis of human 
expertise and machine intelligence leads to unparalleled linguistic 
achievements. Yet, the success of this endeavour will rely on a balanced 
approach that honours the complexity of language and the human touch 
that remains irreplaceable.

2.2 Hybrid workflows in translation

Hybrid workflows in translation represent an approach that 
synergises human expertise with MT technologies (memoQ, online), 
aiming to balance the speed and efficiency of MT with the nuanced 
understanding and interpretive skills of human translators. Gurov 
(2023) discusses the impact of artificial intelligence on the translator’s 
role, highlighting the changes in the translation process where hybrid 
workflows play a crucial role in maintaining quality while managing 
the increased volume and speed demands.
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The concept of hybrid workflows addresses several key challenges 
in translation, including the need for rapid turnaround times without 
compromising the quality of translated content. Machine transla-
tion offers the advantage of quickly processing large volumes of text 
but often lacks the ability to fully capture the subtleties of language, 
such as cultural nuances, idiomatic expressions and context- specific 
meanings (Hutchins & Somers, 1992; Koehn, 2009). On the other 
hand, human translators excel in these areas but cannot match the 
speed of machines. Therefore, the hybrid approach aims to harness the 
strengths of both, using machines for initial translations and humans 
for refinement and validation, ensuring the final product is both 
accurate and culturally appropriate (O’Brien, 2012). The list below 
presents major elements of human- machine collaboration and how 
they may work together in hybrid workflows:

 • machine translation: this is the use of software to translate text 
from one language to another automatically; however, it may not 
always handle nuances, idiomatic expressions or technical terms 
accurately;

 • human translation: human translators bring linguistic expertise, 
cultural knowledge and the ability to understand context and 
subtleties in language;

 • pre- editing: in some workflows, human input is used before 
machine translation to standardise text, remove ambiguities and 
make it more machine- translation- friendly in order to improve the 
quality of the machine- translated output;

 • post- editing: this involves human translators reviewing and 
correcting machine- translated content;

 • TM and glossaries: these tools support both machine and human 
translation processes, seamlessly allowing the integration of human 
and machine effort.

The hybrid model is not static; it continuously evolves with techno-
logical advancements. As machine learning algorithms become more 
sophisticated, the role of human translators shifts towards more 
specialised tasks, such as editing, proofreading and ensuring that 
translations meet the specific requirements of the target audience. 
An example of such a change is the introduction of GenAI trans-
lation workflow, potentially shifting the role of human translators 
even more.
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GenAI translation workflow utilises generative capabilities of 
both publicly and commercially available LLMs (e.g., ChatGPT by 
OpenAI). In a GenAI- based translation scenario, the translator uses 
an LLM to translate a text. Most LLMs interact with users through a 
web- based interface, where each user input to the LLM is referred to 
as a “prompt”. Unlike MT, GenAI necessitates the provision of spe-
cific prompts from users to guide the output generation, ensuring the 
model aligns with the intended task or output expectation.

The idea of prompting allows translators to have their text 
translated according to pre- set conditions, like using certain spelling 
conventions, word usage, target audience or context provided by the 
translator. Below, the authors present a simple prompt to be used in the 
case of medical translation:

You are an expert translator of medical texts from Polish to 
English. Please translate the text provided at the bottom of 
this prompt. Please consider the following data:

[STYLE GUIDANCE]
Please consider source and target sentences from a similar 
section of a similar document. Refer to this for general style 
and terminology.
[No data to share at this time.]

Please take into consideration the revised translation to be 
found below:
[No data to share at this time.]

[SPECIFIC INSTRUCTIONS]
Please follow these project- specific instructions:
[No data to share at this time.]

[TERMINOLOGY]
Use this glossary when translating:
[No data to share at this time.]

Translate this:

Using this prompt, a translator can submit the text to be translated 
alongside the extra information (context, style, terminology, other) 
that the system needs to generate a translation closer to the translator’s 
expectations than in the case of unprompted MT. GenAI workflow 
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is not limited to translation only. Translators can use a wide variety 
of prompts to process text according to their needs, e.g. terminology 
mining:

Please act as an expert terminologist.
Extract specialised terms from the provided text and translate 
them into Polish.
Present the translations in a specific format where the source 
term is listed first, followed by a tabulator, and then the 
target term. For example, if the source term is “white”, it 
should be presented as “white[tabulator]biały”.
Render Polish terms in nominative case.
Sort terms alphabetically.
Please consider [SPECIAL INSTRUCTIONS] if given.

[SPECIAL INSTRUCTIONS]

Text:

This simple prompt allows the translator to mine a text for specialised 
terminology (LLM does not know what is “specialised” unless the 
translator teaches it, hence [SPECIAL INSTRUCTIONS]), trans-
late it and produce the result in a format that allows the content 
to be copied into any spreadsheet tool (tabulator separates the text 
into two columns by default), and then easily import it into most 
CAT tools (or keep as a reference for future GenAI translations). 
A person’s actual needs and imagination limit the number of 
applications.

It must be stressed here that the GenAI translation workflow 
demonstrated above serves as merely one instance of a hybrid model, 
in which human involvement is not limited to initial input through 
prompts. Rigorous human oversight is indispensable at both pre- 
processing and post- processing stages when interacting with LLMs 
to secure optimal translation quality and fidelity. This comprehensive 
engagement ensures that the translation output aligns with the highest 
standards of accuracy and textual contextuality.

Another example of GenAI- powered workflow is that proposed by 
Steven Bammer, called Generative AI Iterative Translation (GAIT) 
(Bammel, 2023). This type of workflow represents an innovative 
approach to translation that leverages the capabilities of GenAI 
to enhance the translation process at the translator level even more 
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than in the case of simple prompting an LLM. This approach, which 
integrates specialised LLM- client software, underscores the evolving 
nature of translation as a revision- centric activity, departing from the 
conventional static workflows dominated by Machine Translation 
Post- Editing (MTPE) practices.

GAIT is a translation process that involves a collaboration between 
human translators and GenAI technologies. The process is designed 
to optimise the translation process using AI. It begins by creating 
an “anchor prompt” that guides the AI, followed by translating 
text batches. The AI- generated outputs are then refined by human 
translators, and the anchor prompt is updated based on these edits to 
improve future translations. This iterative loop aims to leverage the 
strengths of both human expertise and AI capabilities, resulting in 
a translation process that improves with each iteration (see also Wu 
et al., 2022).

To sum up, hybrid workflows in translation synergise human 
expertise with MT technologies, aiming to blend the speed of MT 
with human translators’ nuanced understanding. This approach 
addresses the need for quick, quality translations by combining auto-
matic software translation with human refinement and validation, 
ensuring accuracy and cultural appropriateness. The methodology 
of hybrid workflows evolves with technology, notably with GenAI, 
shifting translators’ roles towards more specialised tasks and allowing 
for customised translations through specific prompts, exemplifying 
modern translation workflows’ dynamic and collaborative nature.

2.3 The impact of technology on translator profession: new 
avenues and new anxieties

The profession of the translator has been subject to many radical 
changes over the last 50 years. Computerisation, the expansion of 
the Internet, the development of technologies such as TMS, MT and 
finally AI have all made a profound impact not only on how translators 
translate, but also on how they approach new projects. These techno-
logical advancements have altered their project management strat-
egies, collaboration methods, organisational practices and efficiency 
in optimising the ratio of time spent to benefits gained. All these 
changes have significantly transformed the daily work and workflows 
of translators in professional settings (see McDonough, 2007; O’Brien 
& Rossetti, 2020).
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As observed by Mossop (2006: 791), what “is new here is not 
technological change per se but a change in the way humans are 
organised to do work”. Indeed, TMS tools are now routinely employed 
for project management, aiding collaboration and ensuring version 
control. The incorporation of MT has automated repetitive tasks in 
translation, often expediting the initial stages of content translation. 
The introduction of AI admittedly enables the translator to enhance 
productivity in their daily tasks. Language processing has become 
more nuanced and context- aware than ever before. Although its use 
may seem controversial and stirs debates in the translation industry, 
translators are increasingly employing AI to facilitate their work and 
streamline the translation process, enhance linguistic accuracy and 
improve overall efficiency.

The rapidly evolving AI technology has offered transformative 
potential for practical aspects of the profession. Before acknow-
ledging the challenges that accompany these advancements, it needs 
to be admitted that AI can revolutionise translation. The opportun-
ities presented by AI technologies are primarily attributed to their 
capacity for processing large datasets (see section 1.1.5). Moreover, 
AI’s application of machine learning algorithms enables the con-
tinuous improvement of translation quality through the analysis of 
vast amounts of language data. This capacity not only speeds up the 
translation process but also enhances the precision and reliability of 
translated texts. AI- driven translation tools that incorporate algorithms 
that can understand and translate context- specific aspects of language 
represent a notable advancement over traditional translation methods, 
which may struggle with such complexities.

It is crucial, however, to approach these developments with a critical 
perspective, examining the potential challenges and ethical implications 
they introduce. Although automation can often be perceived as a posi-
tive change, relieving translators of routine tasks, in fact –  as Herbert 
et al. (2023: 29) note –  “professionals may well prefer to have more 
responsibilities in certain cases, as this can hold various values for 
them in relation to a sense of control and job satisfaction”. Given such 
circumstances, the integration of AI in translation necessitates ongoing 
research and dialogue to ensure that these technologies are implemented 
in a manner that balances enthusiasm for these advancements with 
careful consideration of their limitations and implications.

Among the challenges posed by advancements in this field, some 
relate to the translation product and process, while others impact 

 

 

 



Translator–AI interaction 41

the translation profession. The challenges associated with the very 
product of translation primarily revolve around maintaining accuracy, 
consistency and cultural sensitivity across translated materials. In 
hybrid translation workflows, which incorporate AI technologies, 
there is an increased risk of losing subtle semantic nuance and con-
text. This phenomenon is attributable to the inherent limitations of 
current AI models in fully understanding and replicating the com-
plexity of human languages and cultural contexts. Since translation 
goes beyond managing the complexities of the working languages, 
each with its unique grammatical structures, lexical peculiarities and 
cultural nuances, ensuring that the target text is not only linguistic-
ally accurate but also culturally appropriate and sensitive may not 
always be feasible for AI technologies as it requires a deep cultural 
and contextual awareness (Hutchins & Somers, 1992; Koehn, 2009) 
(see section 2.2).

Regarding the second type of challenges introduced by AI tech-
nologies, the issues affecting the translation profession encompass a 
broad spectrum of concerns. This involves a significant transform-
ation in translation workflows, among other concerns. The translation 
industry, like many others, is in a state of flux due to technological 
advancements. The impact of AI on translation workflows and effi-
ciency is so profound that, in fact, most translation jobs nowadays 
do not start from scratch; instead, translators receive pre- translated 
documents that require post- editing (see Krings & Koby, 2001; 
O’Brien, 2007; Guerberof Arenas, 2013; Guerberof- Arenas & 
Moorkens, 2023). It may soon be that most jobs will not require trans-
lation but rather post- editing.

Therefore, the challenges posed by AI technologies to trans-
lator professions as such include the evolving role of translators in 
the face of increasingly sophisticated AI tools, which necessitate a 
shift towards roles that emphasise editing, post- editing and quality 
assurance. The redefinition of translators’ roles and responsibilities 
(see Schäffner 2020; Risku et al., 2021; Ehrensberger- Dow et al., 
2023) highlights the necessity for translators to adapt, embracing 
new skills and approaches to their work (see Section 3.1). Therefore, 
there is a growing need for translators to develop skills in technology 
management and to adapt to new workflows that integrate human and 
machine efforts; such adaptation underscores the importance of flexi-
bility and resilience among professionals facing the dynamic demands 
of the industry (see Section 3.4).
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Failure to adapt could present yet another substantial challenge to 
the translation industry, potentially resulting in job losses for human 
translators. As these technological innovations automate tasks that 
were once solely dependent on human expertise, this progression 
towards automation may lead to a devaluation of human skill and 
expertise, possibly resulting in job displacement within the translation 
profession. Tomarenko (2019: 286) states that the threat of job loss 
due to automation for translators necessitates a shift in focus towards 
areas where their unique contributions are significant. As a counter-
measure to the threats of automation, translators might strategically 
redirect their expertise towards more creative domains, capitalising 
on their nuanced comprehension of language and culture (Johnson, 
2017). This approach positions their competencies in realms where 
AI continues to falter in emulating the depth of human creativity and 
emotional acuity.

It needs to be emphasised here, that –  as observed by Carl 
(2020: 500) –  “rather than representing the mechanisms of the human 
mind, MT systems are today more frequently considered automatised 
aides that extend human cognition”. Indeed, rather than viewing AI 
as a threat, it can be seen as an opportunity for translators to adapt 
and enhance the future role of human translators (Lumeras & Way, 
2017). As such, the translation profession faces a critical period of 
adaptation, requiring continuous professional development and a re- 
evaluation of traditional roles to ensure relevance and value in the 
digital age. Zhu (2023: online) states that,

with its increasing application in all sectors of life, the use of arti-
ficial intelligence or machine translation is on its way to becoming 
mainstream in the translation industry, eliminating bread- winning 
opportunities from translators, leaving them in the stream of life to 
sink or swim.

The future may not be a matter of sinking or swimming, but rather 
learning how to navigate new waters, where AI is a tool that can be 
viewed as an asset to be utilised, not as a threat that makes human 
translators redundant.

This shift requires translators to reconsider their approach to their 
profession, focusing on how AI technologies can be integrated into 
their existing practices. By regarding AI not as a threat that makes 
human translators redundant, but as a means to enhance efficiency and 
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accuracy, translators highlight their essential role. Their competence 
includes elements that AI cannot completely comprehend and manage, 
which underscores the complementary relationship between human 
expertise and technological advancement in translation, positioning 
human translators as vital in the age of AI.

2.4 Ethical considerations in AI- assisted language service 
provision

Following the examination of the opportunities and challenges 
presented by the ongoing AI revolution in the translation market, it 
seems crucial to explore ethical and professional considerations related 
to the integration of AI technologies into translation practices. The 
evolution of translation workflows due to technological advancements 
poses substantial ethical concerns (see Drugan, 2017; Kenny et al., 
2020; Horváth, 2022). As Green (2020: online) puts it, “AI, as the 
externalisation of human intelligence, offers us in amplified form 
everything that humanity already is, both good and evil”. This per-
spective on the dual nature of AI, as both a mirror and an amplifier of 
humanity’s capabilities and flaws, necessitates a careful examination 
of AI’s application in translation, ensuring that its deployment upholds 
ethical standards and maintains the integrity and professionalism of 
translation services.

One of the primary ethical concerns is data privacy. Numerous 
studies (DePalma, 2014; Bowker & Ciro, 2019; Canfora & Ottmann, 
2020; Vieira et al., 2023) have extensively investigated the privacy 
issues associated with the use of MT in global research contexts, 
highlighting the potential risks involved in utilising online MT 
systems. Vieira et al. (2023: 25) emphasise the complexity of online 
machine translation (MT) systems, which are underpinned by exten-
sive networks of information and communication technologies. When 
users engage with these systems to exchange information, there is 
an inherent risk that “the records they keep are inherently subject to 
exposure” (ibid.). This concern is amplified in the context of AI due to 
the unparalleled volume of information shared by users. The amount 
of data exchanged with AI systems introduces significant privacy 
and security considerations, underscoring the urgent need for data 
protection.

Since the use of AI- driven systems often involves processing 
highly confidential and sensitive data, it is imperative to consider 
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the importance of safeguarding client data and ensuring that infor-
mation remains secure. This involves scrutinising the data handling 
practices of AI tools and ensuring compliance with data protection 
regulations. It is, however, hard to control the access to and possession 
of the data so what is particularly concerning in the case of hybrid 
translation workflows is the issue of copyright infringement and the 
potential misuse of AI- generated translations. Bird et al. (2020: 2) 
argue that AI ethics “is concerned with the important question of how 
human developers, manufacturers and operators should behave in 
order to minimise the ethical harms that can arise from AI in society, 
either arising from poor (unethical) design, inappropriate application 
or misuse”. The emphasis here is on fostering a responsible frame-
work that guides the AI community in creating and deploying AI in a 
manner that minimally impacts society negatively, ensuring that eth-
ical considerations are paramount in the evolution of AI systems.

This ethical issue extends well beyond focusing solely on client 
data confidentiality and protecting client privacy to also include 
personal and informational privacy of the user, in this case the trans-
lator (see van Dijk, 2012: 113). This type of privacy pertains to the 
user’s capacity to regulate access to their own data, particularly with 
respect to personal or private information. It encompasses not only 
the safeguarding of tangible details but also extends to more nuanced 
aspects of the user’s digital footprint, such as their tendencies, likes, 
preferences, dislikes, behavioural and emotional patterns. This multi-
faceted approach to privacy acknowledges the complex nature of 
digital identity, recognising that the essence of the user’s private life is 
not limited to static data points but includes dynamic, behaviourally- 
driven information that paints a fuller picture of their personal sphere. 
The vulnerabilities within AI systems –  which present potential 
security risks that could result in the exploitation of sensitive or confi-
dential information –  necessitate further exploration and intervention 
in the field of translation research and practice.

Another crucial ethical concern is the imperative for transparency 
in the use of AI and MT in translation processes (see Larsson et al., 
2019). This is underscored by the ethical guidelines issued in April 
2019 by the European Union Commission’s High- Level Expert Group 
on Artificial Intelligence (AI HLEG), which delineates transparency 
as one of the seven pivotal requisites for the achievement of “trust-
worthy AI”. This principle has also been prominently reflected in the 
Commission’s White Paper on AI, emphasising the necessity for clear 
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and open practices in AI applications. In hybrid translation workflows, 
clients have the right to know when their documents are being 
translated with the assistance of AI technologies. This transparency 
is not just a matter of professional ethics; it also affects the percep-
tion and trust of clients in the translation service. Transparency can be 
maintained by disclosing the use of AI or MT to clients. Nevertheless, 
in public perception, AI is a highly contested concept (Fast & Horvitz, 
2017), so the issue presents a significant challenge in the language 
service industry.

The challenge surrounding transparency intertwines with the intri-
cacies of intellectual property, particularly evident in the field of AI- 
generated translations. The issue of property rights raises significant 
concerns regarding the ownership of translations produced by arti-
ficial intelligence. Similarly, there is a need for reconsideration of 
authorship attribution to generative AI tools (Flanagin et al., 2023). As 
signalled by Tang et al. (2024: 315), “generative AI tools are nonlegal 
entities and are incapable of accepting responsibility and account-
ability for the content within the manuscript”. The authors bring to the 
forefront a fundamental aspect of AI operation, which inherently lacks 
the capacity for moral judgement and legal accountability. In this case, 
ensuring that ethical standards and accountability are maintained may 
involve the development of new legal paradigms or the adaptation of 
existing ones to address the gap in accountability posed by the use of 
generative AI tools in translation.

Finally, a pivotal ethical issue pertains to preserving the translator’s 
autonomy in environments augmented by AI. Although AI tools can 
enhance translators’ capabilities, it is crucial to ensure that human 
translators continue to lead the decision- making process. If translators 
turn over their translating capacities to machines, they become less 
experienced at thus become gradually worse at this skill. The phe-
nomenon of deskilling, as explored by Almer (2022), represents a sig-
nificant consequence of the adoption of AI technologies. This process 
involves the diminution of both the requirement for specialised skills 
among workers, but also the ability to actually perform the task in 
question. The implications of deskilling can be profound, affecting 
not only the labour market, but also the way in which professional 
competencies are valued and developed. As AI continues to advance, 
the challenge becomes not only managing its integration into various 
sectors but also addressing the broader socio- economic impacts of this 
technological evolution on workforce skill requirements.
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These ethical considerations underscore the necessity for 
revising the translator training curriculum, highlighting the poten-
tial implications for both the moral code and integrity of translation 
service provision, as well as the traditional translation skills (see 
Chapter 3). The shift towards AI systems undertaking translation tasks 
that previously necessitated translator expertise requires a careful 
balance between harnessing AI for improved efficiency and upholding 
the translator’s unique expertise and essential autonomy. A selection 
of strategies through which translation trainees can foster retaining 
their autonomy and role within the translation process are discussed 
in Chapter 5, where the focus is laid on developing personal resources, 
even amidst the adoption and integration of AI technologies.
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3  Translators as AI- assisted 
language specialists

3.1 Translators’ new roles and status

All these AI technologies have led to a paradigm shift in transla-
tion services, essentially transforming translators into AI- assisted 
language specialists. This transition is not merely a change in the 
toolset, but signifies a deeper evolution in the role and expertise of 
translators. Traditionally, translators have been viewed as commu-
nication experts who mediate between languages and cultures (e.g. 
Nida, 1964; Newmark, 1988; Gouadec, 2007; Kinnunen & Koskinen, 
2010; Schäffner 2020); with AI’s integration, their role can be seen as 
either expanding or diminishing.

First, the diminishing role of the translator has been signalled 
by scholars such as Pym (2004), who observes “a narrowing of the 
role of translation, and thus an overlooking of the knowledge and 
advice that translators might be able to contribute” (2004: 164). 
Indeed, this concerning trend –  where the diverse competencies and 
insights of translators are marginalised –  emphasises the necessity of 
re- evaluating the roles and contributions translators can offer in the 
broader context of communication and cultural exchange. Given that 
automation is changing the translation profession not only in aspects 
related to the translation process but also in other translation services 
like managing translation projects (see Herbert et al., 2023), it remains 
evident that market segmentation within the translation industry is a 
prevailing reality.

Automation in translation leads to the fragmentation of translation 
tasks and specialties; translators are compelled to adapt by specialising 
in niche areas where their expertise and human touch remain indis-
pensable, thus navigating the changing dynamics of the profession. 
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Vieira (2020: online) cautions against abandoning technical domains 
in response to automation threats, arguing that “any approach to auto-
mation threats that involves abandoning technical domains is likely to 
reinforce these market segmentation effects”. Concentrating translators’ 
efforts away from technical domains, where automation is most preva-
lent, may lead to marginalising certain areas of translation work and 
entrenching the divide between automated and human- centric transla-
tion tasks. Such a shift, while potentially safeguarding certain aspects 
of the translator’s role and status, might inadvertently solidify the seg-
mentation and divisions within the market, potentially also limiting 
translators’ opportunities and the diversity of their skill sets.

Vieira (ibid.) further notes that while branding services separately 
may appear unavoidable, “hierarchising them could ultimately be a 
missed opportunity for keeping all these services closely knit under 
the aegis of translators”. This insight suggests the need for a paradigm 
shift in both individual translators’ and the broader industry’s strat-
egies, that is, a reconsideration of how translators and the industry as 
a whole approach the challenge of automation. It advocates for a more 
integrated, holistic strategy that preserves the translator’s involvement 
across a broader spectrum of domains, thus preserving their relevance 
and adaptability in an increasingly automated landscape.

It is hoped that the transition from conventional translation meth-
odologies to a more collaborative interaction with AI does not inher-
ently imply a diminished role for the translator. Instead, translators 
can be viewed from a perspective where they serve as facilitators who 
enrich AI outputs, rather than merely utilising them. This concep-
tualisation of translators as intermediaries who enhance AI outputs 
underscores the value added by human expertise in refining and ele-
vating the quality of machine- generated translations.

The expanding role can, therefore, be seen as the indispensable 
role of a safeguard. It expands to include the management of AI tools. 
Therefore, the translator operating within hybrid translation workflows 
assumes roles that include, but are not limited to, the following:

 • editorial oversight: supervising the output of AI- assisted trans-
lation, ensuring the preservation of meaning, linguistic subtleties, 
cultural contexts, diverse forms of humour, metaphors and other 
elements that embody the essence and value of the source text;

 • quality assurance: guaranteeing the accuracy, coherence, consist-
ency, logical flow and readability of the target text;
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 • cultural consultant: providing insights into cultural sensitiv-
ities, regional discrepancies, national associations or ambiguous 
expressions to ensure linguistic accuracy but also cultural 
congruence;

 • technology liaison: using the software, customising its settings, 
managing the process of AI assistance in translation;

 • ethical safeguard: upholding ethical standards within the AI- 
assisted translation process, ensuring that the target text is reliable, 
faithful and devoid of biases or any misinformation.

All these new tasks require a deep understanding of both the source 
and target languages, as well as the ability to discern and correct errors 
that automated systems may overlook. What is crucial to emphasise 
here is that AI- generated texts tend to look impeccable and seemingly 
coherent, but a reasonable and ethical use of AI- assisted translation 
involves rigorous proofreading, editing, and retranslation to meet the 
highest standards of quality.

In hybrid translation workflows, the translator acts as a final check-
point before translated materials reach their intended audience, which 
may involve functioning as editors and managers to ensure the required 
standards of quality and fidelity. Although seemingly less human 
involvement is necessary in hybrid workflows, human intuition and 
vigilance become more critical than ever before as translators balance 
the efficiency of automation with the need for ethical responsibility.

Furthermore, the new roles of translators in hybrid translation 
workflows necessitate a re- evaluation of translator training. Academic 
institutions and professional training programs must consider adapting 
their curricula to include technical training in AI tools (see Chapter 5). 
This integration seems essential for preparing future translators to serve 
as AI- assisted language specialists with the necessary skills to thrive 
in this increasingly automated industry. Apart from technical skills, 
with such technological advancements, translators must continuously 
adapt to stay competent and relevant in their profession. The following 
sections aim to provide an overview of the areas of translation expertise 
where special attention is required for translators to remain competitive.

3.2 Future translator expertise: what is missing?

With the rise of augmented translation and hybrid workflows, 
defining the requisite skill set for an individual to be recognised as a 
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translator has become more challenging than ever before. It has been 
acknowledged that translation expertise necessitates a blend of com-
petencies (see Kelly 2005, 2007; Gouadec 2007; Göpferich 2009; 
Tiselius & Hild 2017; Doherty, 2018; Risku & Schlager, 2022). The 
concept has been characterised using two terms of “virtual identity in 
usage” (Shreve et al., 2018: 49) –  that is competence and expertise –  
with more inclination towards the term expertise within cognitive- 
psychological approaches. Translation expertise includes such 
capabilities as linguistic proficiency, translation competence, tech-
nical skills also known as strategic or instrumental competence and 
attitudinal or psycho- physiological disposition (see PACTE, 2003, 
2008; EMT, 2009, 2017).

The technical competencies of translators have consistently been 
held in high regard and sought after in the field. Torrejón and Rico 
(2013) highlight an increasing requirement for specialised expertise 
in the post- editing of machine- translated content, underscoring the 
evolving translation demands. Since the work of the AI- assisted trans-
lator closely resembles that of a machine translation (MT) post- editor, 
let us reconsider translation competence from the perspective of inte-
grating technological fluency and adaptive strategies into the core skill 
set. Torrejón and Rico (ibid.) explore the profile of translators working 
as MT post- editors and define their competences, arguing that post- 
translation editing skills are mainly divided into three aspects: core 
competencies, linguistic skills and instrumental competence. Core 
competence involves a combination of psycho- physiological skills, 
including a refined understanding and personal management of post- 
translational editing conventions, an attentive consideration of client 
expectations and adeptness in handling uncertainties. Additionally, it 
encompasses the strategic insight essential for effective editing and 
revision processes, aimed at achieving coherence and resonance with 
the intended message and the cultural and linguistic preferences of 
the target audience. This set of competencies underscores the com-
plex nature of translation services, highlighting the importance of both 
technical proficiency and adaptive strategies in professional practice.

The skillset necessary for translators to stay afloat in an increasingly 
automated industry is, however, not limited to technical or instrumental 
competences, but includes the psychological capital of the translator 
which can have an impact on how successful they are in pursuing 
a career in language industry (see Atkinson, 2012; Pietrzak, 2022). 
Angelone (2023) advocates for a stronger focus on adaptive expertise 
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in translation and translator training to enable optimal performance 
in today’s language industry. Adaptive expertise is dependent on the 
psychological capital of the translator, which encompasses a variety 
of components, including self- efficacy and self- regulation, which col-
lectively contribute to a translator’s ability to face challenges, adapt to 
changing demands and seize opportunities within the dynamic field of 
language services (see Pietrzak, 2022).

The relationship between personal resources and translator 
expertise has been explored in a more in- depth manner, with a 
growing interest in understanding how individual differences affect 
translation expertise, for instance by  Jääskeläinen (2012), Lacruz 
and Jääskeläinen (2018), Muñoz Martín (2010, 2013, 2014), Muñoz 
Martín & Olalla- Soler (2022), Klimkowski (2015, 2019), Núñez and 
Bolaños- Medina (2018) or Saldanha & O’Brien (2013). Hubscher- 
Davison (2009, 2013, 2016, 2017, 2020). Hubscher- Davison’s com   -
prehensive investigation into translators’ personalities (2013) shows 
the psychological dimensions underpinning translation competence 
with the role of intuition and emotional intelligence in facing the 
complexities of cross- linguistic and cross- cultural communication. 
This evolving discourse on translator competence underscores the 
necessity of integrating psychological perspectives into translator 
training and professional development to enhance both individual and 
industry- wide success.

Sections 3.3– 3.6 discuss various aspects of translator competence, 
from technical skills to personal resources –  encompassing metacog-
nitive and psychological dimensions –  which all require cultivation to 
enable digital resilience and adaptability to the new hybrid translation 
workflows.

3.3 Technical skills for hybrid workflows

The collaboration between human translators and AI has the potential 
to enhance translation processes and results. However, it requires a 
comprehensive understanding of how AI functions and how it can be 
integrated into the translation workflow. It is, therefore, important for 
translators to develop expertise in using translation tools and platforms 
that are driven by AI. This includes understanding how NMT systems, 
translation memory software, and AI- powered tools work to help with 
the translation process. They need to develop technical proficiency, 
which involves troubleshooting common problems (losing connection 
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with GenAI API, for example) and making the most out of technology 
to improve accuracy and efficiency.

Depending on the workflow, the translation process can start with 
a human prompt. Regardless of the starting point, the core process 
of the collaboration involves the initial heavy lifting of translating 
large volumes of text by the AI. Following this, human translators 
refine these AI- generated translations, focusing on aspects that require 
human insight, such as idiomatic expressions, cultural sensitivity and 
stylistic preferences. To effectively utilise and interact with constantly 
improving technologies, translators must cultivate a range of data lit-
eracy skills (see Krüger, 2022). A foundational understanding of AI 
and machine learning principles is crucial (Bammel, 2023), particu-
larly how these technologies apply to natural language processing and 
machine translation. This knowledge enables translators to grasp the 
capabilities and limitations of AI tools, facilitating more informed use 
and integration into their workflows. Skills like data management and 
curation or AI prompting may soon become on par with translation 
expertise. AI systems, especially in translation, heavily depend on the 
quality of the data they are trained on. Translators must be adept at 
collecting, organising and curating relevant data sets to improve NMT 
(European Union, 2019) and AI performance (see GAIT workflow in 
Section 2.1.2, for example).

Pre- editing is yet another set of skills that requires redefinition in 
the context of AI- powered translation. Pre- editing for MT, particu-
larly for NMT systems, “involves rewriting parts of source texts in 
a way that is supposed to ensure better quality outputs when those 
texts are translated by machine” (Sánchez- Gijón & Kenny, 2022: 81). 
This often includes (Bowker, 2002; Guerberof Arenas, 2019; Miyata 
& Fujita, 2021):

 • simplifying complex sentence structures to make them more amen-
able to MT;

 • standardising terminology and spelling to match the training data 
of the MT system;

 • removing or clarifying ambiguities and idiomatic expressions that 
MT systems may not handle well;

 • ensuring consistency in style and terminology to improve the 
coherence of the translated text;

 • These modifications are aimed at reducing the cognitive load on 
the MT system, minimising errors in translation that stem from 
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linguistic complexity or nuances not well- represented in the 
system’s training data.

However pre- editing is a process of preparing source texts pre-
dominantly for translation using NMT systems, it also applies to 
GenAI translations. Despite their shared goal of optimising translation 
quality, the approaches and considerations can differ significantly due 
to the underlying technology and its capabilities. The primary diffe-
rence lies in the nature of the systems’ limitations and strengths. Pre- 
editing for MT systems is mainly about simplification and clarification 
to avoid mistranslation. In contrast, pre- editing for GenAI involves 
strategically guiding the system to use its creative and generative cap-
abilities effectively while maintaining accuracy and adherence to the 
source text.

While fluency and creativity of output are strengths of GenAI, 
ensuring accuracy and faithfulness to the source becomes paramount. 
In this case, pre- editing does not apply to the document as such. It is 
instead focused on the effective prompting of the GenAI system in 
order to achieve the expected results (see Lester et al., 2021; Reynolds 
& McDonell, 2021):

 • clearly defining the purpose and expected outcome of the transla-
tion to align with the capabilities of GenAI;

 • crafting prompts or instructions that guide the AI in generating 
translations that meet specific stylistic or tonal requirements;

 • providing contextual or background information within prompts to 
improve the relevance and accuracy of the AI- generated text;

 • adjusting the source text to prevent the GenAI from introdu-
cing unwarranted creativity or straying too far from the original 
meaning;

 • loop- feeding revised bit of translation to improve translation 
quality;

 • The focus in GenAI- based workflows is on leveraging the model’s 
strengths while guarding against its propensity to generate con-
tent that, while fluent, may not accurately reflect the source text’s 
intent.

The quality of the AI output largely depends on the quality of 
the instruction that is given (Peng et al., 2023). Translators, who are 
trained language specialists by default, may seize the opportunity and 
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learn how to prompt AI to generate the desired output effectively. 
As was already mentioned, prompting involves crafting questions 
or commands in a way that guides the AI to produce translations of 
expected quality or other data expected by the translator. This skill 
is crucial for leveraging GenAI’s capabilities in creative translation 
tasks, such as generating multiple translation options, suggesting 
idiomatic expressions or even providing cultural context insights (see 
Section 2.2 for more information).

The rise of NMT and AI in translation has led to an increased need 
for post- editing, where human translators refine and correct NMT-  and 
AI- generated translations. Translators must hone their post- editing 
skills, focusing on efficiency and improving the quality of machine 
output to meet human standards (Doherty, 2018). While the EMT 
framework (2012, online) lists MT post editing under translation com-
petence –  that is, “students know how to … (p)ost- edit MT output 
using style guides and terminology glossaries to maintain quality 
standards in MT- enhanced translation projects” –  it does not mention 
AI post- editing, which, while similar, requires a different approach 
from the translator.

While in the case of MT the focus of the post- editor is typically on 
(see Krings, 2001; O’Brien, 2002; Torrejón & Rico, 2013; Koponen, 
2016; Guerberof Arenas, 2019; Nitzke & Hansen- Schirra, 2021):

 • correcting grammatical errors and ensuring syntactic accuracy;
 • ensuring that the translated text adheres to terminological consist-

ency, especially in technical or specialised texts;
 • improving the readability and fluency of the text to match human 

translation standards;
 • ensuring that the translation is faithful to the source text in terms of 

meaning and intent;
 • MT systems, particularly NMT, have become highly proficient in 

producing translations that are syntactically coherent and increas-
ingly accurate in terms of semantics. However, they may still 
struggle with context, idiomatic expressions, and cultural nuances, 
requiring human intervention to achieve the desired level of quality 
and appropriateness.

GenAI, particularly when involving LLMs like GPT, introduces a 
different set of challenges and considerations when it comes to post- 
editing. The primary distinction lies in the nature of errors and the 
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focus of the post- editing process. MT- translation post- editing often 
focuses on correcting errors stemming from the system’s inability to 
fully grasp complex language patterns, nuances, and context (Briva- 
Iglesias et al., 2023). In contrast, GenAI- translation post- editing 
might deal more with issues related to over- generation, inaccuracies, 
or deviations from the source content due to the model’s creativity 
and its potential to introduce new content not present in the original 
text (Ji et al., 2023; Lee, 2023; Peng et al., 2023), as discussed below:

 • GenAI models can produce highly fluent text that mimics human 
writing styles closely. However, they may fabricate content (hallu-
cinate, see Guerreiro et al., 2023), or stray from the source text’s 
intended meaning (Ji et al., 2022; Guerreiro et al., 2023), requiring 
careful verification of accuracy and fidelity.

 • These systems can generate creative and idiomatic expressions 
that fit well within the target language’s cultural context. However, 
ensuring these creative liberties still accurately represent the source 
text’s information is crucial (Köbis & Mossink, 2021).

 • Prompting plays a significant role in the output of GenAI 
translations. The effectiveness of post- editing may also involve 
refining prompts to achieve better initial outputs (Wu et al., 2022; 
Peng et al., 2023).

 • Since GenAI can incorporate broader context and generate text 
with a high degree of fluency, post- editing may also involve 
assessing the appropriateness of the generated text (Lee, 2023) 
within a wider discourse or narrative context, which is especially 
relevant for literary or nuanced texts.

To sum up, the skills required for effective post- editing may differ. 
Post- editing MT translations may demand a strong understanding of 
the source and target languages and expertise in the domain of the text 
(Torrejón & Rico, 2013). GenAI translations require critical thinking 
and creativity to accurately translate nuanced and culturally sensi-
tive content (Guerberof Arenas & Toral, 2020). Human translators’ 
understanding of context, idiomatic expressions, and cultural nuances 
remains irreplaceable despite AI advancements. When working with 
AI, translators must use these skills to complement AI- generated 
translations for the intended audience.

The field of AI- powered translation is rapidly evolving, neces-
sitating a commitment from all language specialists to continuous 

 

  

 

 

 

 

 



60 Translators as AI-assisted language specialists

learning and adaptability (Tiselius & Hild, 2017; Angelone & Marín 
García, 2019; Pokrivcakova, 2019; Muñoz- Basols et al., 2023; Škobo 
& Petričević, 2023). Since translation expertise involves “maximal 
adaptation to task constraints” (Muñoz Martín, 2014: 10), staying 
informed about the latest technological advancements and adapting 
to new workflows is crucial for translators to remain competitive 
and effective. The implications for translator education presented 
in Chapter 5, continuous skill development and fostering personal 
resources seem essential in the evolving AI- assisted translation, espe-
cially considering the current stage of AI development and predictions 
for the future (see Section 1.3).

3.4 From anxiety to digital resilience

Technological advancements, while designed to enhance product-
ivity and efficiency, can introduce challenges that negatively impact 
translators’ work environments and the overall quality of their output 
(see Section 2.3). Studies have highlighted a growing dissatisfac-
tion resulting from not only mere technologies but also the resulting 
business practices (LeBlanc, 2017; Cadwell et al., 2018). There has 
been an increasing concern among translators towards the com-
pulsory adoption of technologies dictated by clients (see Alonso & 
Vieira, 2017; Vieira, 2020; Pietrzak & Kornacki, 2021). It is an issue 
compounded by what is perceived as insufficient compensation for 
specific tasks, particularly in post- editing work (Guerberof Arenas, 
2013; Guerberof Arenas & Moorkens, 2023).

This dissatisfaction is further exacerbated by organisational and 
ergonomic studies which emphasise the constraints technology places 
on translators, affecting their creative expression and independence 
in their profession (Ehrensberger- Dow & Massey, 2014; Massey & 
Ehrensberger- Dow, 2017). Research conducted by Olohan (2015) and 
further investigations into the ergonomics of translation work environ-
ments (Ehrensberger- Dow & Massey, 2013, 2014, 2017) have shed light 
on the ambivalence translators feel towards technology. While tech-
nology is integral to modern translation practices, its arbitrary impos-
ition by external parties can lead to a sense of alienation and discontent 
among translators. This imposition often forces translators to conform 
to technological frameworks that may not align with their personal work 
strategies, leading to a perceived devaluation of their skills and under-
mining their professional autonomy (see also Sections 2.3 and 2.4).
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Cognitive and ergonomic research into translation processes 
(Ehrensberger- Dow & Massey, 2013, 2014, Muñoz Martín & 
González Fernández 2021) reveals significant insights into how the 
application of technological tools influences translators’ work habits 
and mental states. The constraints imposed by technology not only 
limit translators’ creative capabilities but also affect their sense of 
control over their work, leading to different forms of technology- 
induced anxiety. Walczyński (2021: 100) identifies anxiety as a signifi-
cant negative psycho- affective factor in translation and interpreting, 
manifesting either as archaic anxiety, which stems from past events 
and experiences, or as existential anxiety, which pertains to present 
and future situations. While most aspects of anxiety within translation 
workflows are predominantly related to current circumstances, some 
of them, for instance automation anxiety, can also stem from former 
preconceptions and beliefs, for example, about the nature of the pro-
fession or translators’ roles and status (see Section 3.1).

A specific type of anxiety experienced in the context of using 
translation technology is referred to as cognitive friction (O’Brien 
et al., 2017). This phenomenon typically arises from unforeseen 
circumstances encountered during the translation process, leading to a 
sense of mental strain or discomfort as translators navigate these unex-
pected challenges. According to O’Brien et al. (2017: 147), cognitive 
friction arises from the unnecessary cognitive burden that results from 
counterproductive CAT tools features.

Another type of anxiety related to the use of technological tools in 
translation can stem from the constant pressure to adapt to new tools 
and processes, presenting a persistent challenge as translators strive 
to keep pace with the rapid evolution of technology. As signalled by 
Pietrzak and Kornacki (2021: 61), technological anxiety is typically 
caused by unfamiliarity with specific technological tools available. 
Translators suffering from this anxiety doubt their capability to effect-
ively manage issues related to the use of computers. It manifests a fear 
of embracing new tech- related tasks, identifying strategies to confront 
these challenges and integrating acquired skills in the future. This 
complex relationship between translators and technology underscores 
the need for a more nuanced understanding of technological integra-
tion in the translation industry and translator training, ensuring that it 
serves to empower rather than constrain professional translators.

Yet another dimension of technology- induced anxiety, arising from 
the integration of technological tools into translation, has come to be 
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known as automation anxiety. Automation invariably generates new 
demands within a profession, often leading to the creation of new 
roles and responsibilities (see Section 3.1) and the necessity for skill 
adaptation (see Section 3.2). The extent of automation can differ sig-
nificantly across various professions. This extent, or degree of automa-
tion, is defined as the proportion of functions executed automatically 
compared to the total number of functions within a profession (Nof, 
2009). It needs to be stressed that automation does indeed substitute 
for labour, but it also complements labour (Autor, 2015).

Wiener’s (1989) discussion of the concept of automation in the 
context of technological advancements in aviation emphasises that 
the effect of automation on workload is not uniform. Wiener’s (ibid.) 
concept of “clumsy automation” highlights the varied impact of auto-
mation on workload. A similar perspective can be applied to the field 
of translation, where automation not only uniformly reduces work-
load but also redistributes tasks and responsibilities over time. This 
redistribution may involve shifting the translator’s focus from routine, 
repetitive tasks to more complex tasks or from translating to post- 
editing. As observed by Herbert et al. (2023: 9), “automation can both 
restrict and enhance professional roles and autonomy”, but it defin-
itely redefines the translator’s role (see Section 3.1), emphasising 
the need for adaptability and the development of skills that are either 
beyond AI capabilities or that become necessary due to the changes 
brought about by automation.

This phenomenon of automation encapsulates the apprehension felt 
by professional translators in response to the increasing automation of 
translation processes, reflecting concerns about the potential displace-
ment of human translators by AI systems and the consequent impact 
on employment dynamics within the industry (see Pym & Torres- 
Simón, 2021). Automation threatens to leave certain workers behind; 
as highlighted by Brynjolfsson and McAfee (2014: 11), “there’s never 
been a worse time to be a worker with only ‘ordinary’ skills and abil-
ities to offer, because computers, robots, and other digital technologies 
are acquiring these skills and abilities at an extraordinary rate”. Some 
translators may indeed find themselves increasingly marginalised; 
thus, the move towards automation emphasises the need for changes 
in how we approach translator education.

It is crucial to focus on fostering future translators’ skills, adapt-
ability and digital resilience, to prepare them for the changing transla-
tion industry and ensure they can compete in an economy increasingly 
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dominated by technology. Digital resilience is defined as the ability to 
adapt to various tasks and environments (Garista & Pocett, 2014). This 
concept encompasses the capability to adapt, recover and thrive amid 
technological changes. Resilience can be understood as a “manifested 
competence in the context of significant challenges to adaptation or 
development” (Masten & Coatsworth, 1998: 207). The concept can be 
defined simultaneously as the ability to recover rapidly from difficult 
situations as well as the capacity to endure ongoing hardship in every 
conceivable way (Walker et al., 2006: 251).

In educational settings, learner resilience is recognised as a cru-
cial factor that contributes to effective learning and successful study 
outcomes in higher education (Walker et al., 2006; Holdsworth et al., 
2018). In hybrid translation workflows, it is built on recognising risks, 
mastering effective strategies, learning from experience and securing 
reliable support. It refers to translators’ ability to effectively manage 
risks associated with the use of technology in their work, which 
involves applying effective strategies to deal with them, learning from 
past experiences to improve future practices and having access to 
appropriate support when needed.

Digital resilience in translators is a metacognitive capacity that 
enhances and complements translator competence. It can be seen 
as a manifestation of the translator’s self- regulation in the digital 
context. Digital resilience involves not only the technical skills to 
use computer tools but also the mindset to embrace technological 
changes as opportunities for efficiency and growth. The translator’s 
openness to new digital solutions not only influences their inter-
action with technology but also enhances their ability to recog-
nise how these technologies can innovate and transform individual 
workflows.

An approach to translators’ technological anxiety advised by 
Vieira (2020) involves “open dialogue among translation industry 
stakeholders and the exploration of business models that inte-
grate rather than fragment the role of translators across domains” 
(2020: 21). By advocating for integration rather than fragmenta-
tion, Vieira highlights the importance of viewing translators as vital 
components of the translation process, whose roles can evolve with 
technology rather than be replaced by it. This approach not only aims 
to reduce anxiety but also promotes a more sustainable and inclusive 
future for the translation industry, where technology enhances human 
capabilities rather than diminishing them.
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The concept of resilience capability emphasises the role of con-
textual factors, organisational variables and managerial guidelines 
in defining the organisational routines that influence the specific 
forms taken by technological change (Lengnick- Hall & Beck, 2005). 
Therefore, by adopting Vieira’s approach and fostering an environment 
of open communication and innovative business models, translators 
can potentially remain resilient and integral to the process, using tech-
nology to enhance their work instead of viewing it as a threat to their 
financial stability or professional integrity.

3.5 Personal resources and metacognitive capacity

This section highlights the importance of the translator’s metacognitive 
capacity and the psychological capital that allows for adaptability and 
self- development in the face of rapid technological transformations 
in the translation industry. Due to the emergence of new technolo-
gies, “transferable soft skills are more essential than ever” (O’Brien 
and Rossetti, 2020: 95) because of the significant change both in the 
nature of work and in the translator’s role (see Section 3.1). While AI 
technologies have enhanced efficiency and created new opportunities, 
they also render certain translator skills obsolete, thereby shifting the 
focus towards skills that cannot be easily automated or replicated 
by technological tools (see Section 2.3). This transition underscores 
the value of personal resources, such as metacognitive capacity and 
digital resilience that are characterised by their applicability across 
different job roles and industries.

Personal resources are defined as integral components of the 
translator’s self, comprising essential skills and attributes, along-
side social and psychological assets. Resource- based perspectives on 
human adaptation emphasise the interplay between social resources 
and the resilient self, centring on skills and personal traits as delineated 
by Hobfoll (2002), Hobfoll et al. (2003) and Hobfoll et al. (2018). 
Key resources that a given group possess can be seen as management 
resources which contribute to better functioning and implementing 
other resources to meet stressful demands (Thoits, 1994). In con-
temporary psychology, the most extensively researched resources 
pertain to aspects of control (see Skinner, 1996). The control- related 
concept that is seen as a key resource for translators is self- efficacy, 
initially related only to a specific challenge, but then held as a key 
ability to exercise successful influence over the environment and goal 
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accomplishment as well as stress resistance in the face of challenges 
(Bandura, 1995).

Such key resources as self- efficacy, self- regulation or self- concept 
can be regarded as the psychological capital of the translator, which 
is crucial for meeting professional demands successfully, as reported 
in Pietrzak (2022). These resources fall within strategic competence 
defined as a metacognitive competence that orchestrates the execu-
tion and operational aspects of various sub- competences (Göpferich, 
2009: 22). Metacognition (Shreve, 2006, 2009; Muñoz Martín and 
Olalla- Soler, 2022) is a central element that makes translators active 
agents of their processes. Bergen (2009: 236) clarifies the concept of 
metacognition in the context of strategic competence, emphasising 
tasks such as identifying translation obstacles, applying remedies and 
assessing results. Atkinson and Crezee (2014) underscore the sig-
nificance of metacognitive skills and personal resources, including 
self- motivation, self- efficacy and self- confidence, particularly in 
the context of freelance translation and interpreting. Metacognitive 
components of translator competence facilitate the execution of a 
translation task or the adjustment thereof, enabling performance. 
Metacognitive translator competence can, therefore, be defined as “the 
ability to self- regulate cognitive processes involved in translation, 
based on a set of personal resources that make up the psychological 
capital of the translator” (Pietrzak 2022: 16). The psychological cap-
ital of the translator equips the translator with the resilience and adapt-
ability required in their profession, particularly as rapid advancements 
in AI technologies demand a strong metacognitive capacity to ensure 
competitiveness and success in the market.

The increasing importance of transferable metacognitive cap-
acity necessitates a re- evaluation of current educational curricula 
and training programs to ensure that they are not solely focused on 
imparting technical knowledge but also on developing the metacog-
nitive capacity that will be crucial for success in the future work-
place (Shreve, 2009; Muñoz Martín, 2014; Pietrzak, 2022). This 
shift requires a holistic approach to education and training, one that 
integrates metacognitive capacity development into various learning 
experiences and prepares individuals not just for the jobs of today but 
for the ability to adapt to the jobs of tomorrow.

Translation student personal resources that are especially important 
in interactions with AI technologies are self- efficacy (Atkinson, 2012; 
Haro- Soler, 2017, 2018, 2019), self- development or continuous 

 

 

 

 

   

 



66 Translators as AI-assisted language specialists

self- directed learning (Shreve, 2009; Muñoz Martín, 2013; Pietrzak, 
2022), self- regulation (Shreve, 2006, 2009; Muñoz Martín, 2014; 
Pietrzak, 2018; Haro Soler, 2021), self- reflection (Kußmaul, 1995; 
Hansen, 2006; Norberg, 2014), digital resilience and adaptive expertise 
(Angelone, 2023). It is crucial for young translators to embrace the 
concept of lifelong learning as a core component of their profes-
sional growth. This encompasses not only staying abreast of the latest 
advancements in translation technologies, but also recognising the sig-
nificance of self- development and nurturing a positive self- concept. As 
the industry evolves, the ability to adapt and continuously refine one’s 
skills becomes indispensable. Engaging with new tools and methodolo-
gies, while simultaneously investing in personal well- being and self- 
development, equips young translators with the digital resilience (see 
Section 3.4) and versatility needed to thrive in this constantly evolving 
professional environment. For more practical considerations, see 
Section 5.3 where the authors propose a set of guiding ideas aimed at 
fostering students’ personal resources ensuring that translator training is 
not only adapted to the new AI- enhanced workflows but also prioritises 
the creation of safe and human- centric learning environments.

3.6 The translator’s self- concept in AI interactions

The translator’s self- concept encompasses a complex psychological 
construct, mirroring the diversity inherent in human self- perception. 
Originating from the early scholarly discussions by James (1890), 
self- concept has evolved to embody a construct that is as intricate as 
the varied lenses through which it is examined. Shavelson et al. (1976) 
define self- concept as a developmental and evaluative construct, 
shaped through experiences and interpretations of one’s environment, 
further influenced by external reinforcements and evaluations. This 
hierarchy of self- concept spans from a general perception at the apex 
to more specific academic and non- academic components. The aca-
demic self- concept, for instance, encapsulates both descriptive and 
evaluative self- perceptions, crucial in educational and professional 
settings. Baumeister’s (2011: 49) further explores the inherent com-
plexity within self- concept by pointing out the myriad, often loosely 
connected beliefs that constitute individual self- concept. This intri-
cate mesh of beliefs encompasses several dimensions of the self, 
including physical, mental, social, cognitive, automatic, working and 
the perceived self.
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The interplay between self- concept and other self- constructs, 
such as self- efficacy, self- confidence and self- esteem, is of particular 
interest in understanding the translator’s self- concept. While these 
constructs overlap, they hold distinct meanings and implications for 
subjective competence. Bong and Clark (1999) emphasise the com-
plexity of self- concept, noting its cognitive and affective dimensions 
and its susceptibility to social comparison, in contrast to the more cog-
nitively oriented self- efficacy. As observed by Muñoz Martín (2014), 
self- efficacy is an important element of translation expertise as it 
constitutes one of the minimal sub- dimensions of self- concept. The 
translator’s self- concept can be defined as a confluence of self- beliefs 
and metacognitive processes which play a role in shaping translators’ 
perceptions, competencies and educational paths, ultimately influen-
cing their professional efficacy and professional identity.

The conceptualisation of the translator’s self- concept as a bridge 
between the translator’s social and psychological realms was 
explored by Kiraly (1990: 100), highlighting its role in shaping a 
sense of translation purposes, an awareness of the requirements of 
the translation task and self- evaluation. Kiraly’s (2000) perspective 
on translator competence as a socially constructed, multifaceted skill 
set accentuates the importance of developing a nuanced translator’s 
self- concept through education. This self- concept, perceived as self- 
competence, is descriptive and reflective of one’s awareness and 
skills, serving as a manifestation of metacognition (see Pietrzak, 
2022: 94). The relevance of self- concept in translation competence 
and education has been emphasised by scholars like Ehrensberger- 
Dow & Massey (2013), Muñoz Martín (2014), Haro Soler and Kiraly 
(2019) who underscore its impact on translators’ understanding, hand-
ling of situations and coherent action. Within the spectrum of method-
ologies aimed at operationalising the translator’s self- concept, Svahn 
(2016) delves into sociological perspectives that centre on the market 
dynamics, the translator’s role and societal perceptions, offering valu-
able insights into this domain. Exploring the translator’s self- concept 
reveals its operational challenges, yet it provides valuable insights 
into the metacognitive processes and self- development.

Metacognitive processes associated with self- concept, including 
self- regulation, self- monitoring and adaptability, play a vital role in 
managing the complexities of evolving environments and variable 
cognitive states (Shreve, 2009; Muñoz Martín, 2013). This interplay 
significantly emphasises the importance of an individual’s capacity for 
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introspective adjustment and recalibration amidst diverse and challen-
ging conditions. In the current translation industry, the introduction 
of AI technologies and the adoption of hybrid workflows have sig-
nificantly altered the traditional roles of translators. This new envir-
onment requires translators not only to possess linguistic skills but 
also to be proficient in technological tools, facilitating collaboration 
between human expertise and artificial intelligence.

In recent years, business practices in the translation industry have 
predominantly involved post- editing tasks and the utilisation of 
machine translation technologies (refer to LeBlanc, 2017; Cadwell 
et al, 2018; O’Brien & Rossetti, 2021). Currently, in the new, AI- 
assisted hybrid workflows, with the evolution in the role of translators 
(see Section 3.1), such a hybrid approach to translation needs to com-
bine the strengths of both human translators and AI, emphasising 
the critical role of translators in enhancing the quality of machine- 
generated outputs through their deep understanding of language and 
culture. This technological shift has implications for the self- concept 
of translators within the industry. As interactions with AI become 
more frequent, translators must adapt their professional identity to 
encompass both linguistic expertise and technological competence.

This adaptation requires a commitment to ongoing professional 
development not only to keep pace with technological advancements 
in the field (Section 3.2), but also foster better metacognitive capacity 
(Section 3.4) to maintain the value and visibility of human expertise 
in a technology- driven market. Translators can position themselves as 
AI facilitators, quality controllers and editors of machine- generated 
translations, focusing on tasks that require cultural sensitivity, cre-
ativity or domain- specific knowledge that AI cannot replicate. This 
knowledge is indispensable to improve and authenticate AI- assisted 
translations so as to ensure that translations are not only linguistic-
ally accurate but also thoroughly resonant with the intended audience. 
A selection of practical ideas for facilitating metacognitive skills and 
translators’ personal resources such as self- concept, self- efficacy and 
self- reflection are presented in Section 5.4.
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4  Attitudes towards AI 
in translation
An academic exploration

4.1 Research design

The methodology of the study is structured around a quantitative 
analysis of the perceptions and attitudes of translation professionals, 
academics and students towards the integration of GenAI in translation 
and translator education. To achieve a comprehensive understanding, 
the research utilised the Computer- Assisted Web Interview (CAWI) 
approach, targeting a diverse group that includes practicing 
translators, translator educators and translation trainees. Conducted 
between late 2023 and early 2024, this strategy facilitated the distri-
bution of a detailed survey designed to gather data on respondents’ 
views regarding the use of AI technology in translation processes, 
the necessity of incorporating GenAI into translator education and 
the potential effects of such technologies on translator training. This 
approach enabled the collection of rich data, ensuring a broad spec-
trum of perspectives was considered.

Upon collecting the survey data, the study employed the Statistical 
Package for the Social Sciences (SPSS) for data analysis, adopting 
quantitative correlational methods to assess the attitudes towards AI 
in translation and translator education. The aims of the study focus 
on exploring the spectrum of perspectives within the translation com-
munity concerning GenAI, aiming to understand its perceived role, 
challenges and opportunities. Since the study aims to explore expert 
and student approaches to the growing use of AI technologies in trans-
lation, guiding future education and professional development, the 
objectives include:
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1 Evaluating the current perceptions and attitudes towards GenAI 
use in both translation practices and translator education among 
professionals, academics and students.

2 Identifying significant patterns or trends in GenAI attitudes 
across different groups within the translation community (i.e., 
professionals, educators and students).

3 Evaluating the perceived necessity and potential impact of inte-
grating GenAI into translator training, with a focus on implications 
for the profession and education.

The statistical analysis allowed for identifying patterns and trends 
in how different stakeholder groups perceive the role and implications 
of GenAI in the field (see Section 4.3).

The analysis was conducted using basic descriptive statistics such as 
mean, median, standard deviation and skewness. Preferences regarding 
translation tools were presented using relationship maps. Statistical 
tests were also employed to compare two or more populations. These 
included the Kruskal- Wallis test (with post hoc tests), the chi- square 
test of independence, the Z test for proportion and the t- test for cor-
relation. The effect size was evaluated using the Spearman rho coeffi-
cient or the Cramer’s V coefficient. When analysing threats related to 
GenAI, the reliability of the measurement method was assessed using 
Cronbach’s alpha coefficient. Furthermore, exploratory factor ana-
lysis was utilised. The extraction of common variability was carried 
out using the principal component method, that is, an adaptation of 
the method developed by Hotelling for the purposes of factor analysis 
(Walesiak & Gatnar, 2009). The number of factors was determined 
based on Kaiser’s criterion (eigenvalue greater than 1) (Wiktorowicz 
2016: 299). All data were reviewed and analysed with the help of an 
expert statistician.1

4.2 Limitations of the study

The study presents several limitations that are important to consider 
for a comprehensive understanding of the findings. First, the use of the 
CAWI approach, while advantageous for reaching a diverse group of 
participants across different locations, may introduce selection bias. 
This bias occurs as the method inherently favours individuals with 
the willingness to participate in online surveys, potentially excluding 
perspectives from those without such inclination. Consequently, the 
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results might not fully represent the broader community of translation 
professionals, academics and students, particularly those from those 
less inclined towards online engagement.

Additionally, the demographic characteristics of the sample, des-
pite efforts to encompass a wide range of participants, may not fully 
capture the diversity within the translation community. Factors such as 
age, geographical location, level of professional experience and field 
of specialisation can significantly influence perceptions of technology. 
If certain groups are underrepresented in the survey data, the study’s 
conclusions might not adequately reflect the nuanced views across the 
entire spectrum of the translation profession and academia. Thus, the 
demographic diversity of the sample may not fully represent the entire 
translation community. Nonetheless, the study still captures a wide 
range of perspectives from professionals, academics and students 
involved in translation. This diversity is crucial for understanding the 
multifaceted views on GenAI and provides a foundation for future 
research. The insights gained can potentially contribute to both aca-
demic discussions and practical applications, guiding the development 
of curricula and tools that better align with the needs and expectations 
of translation stakeholders.

Another potential limitation of the study is the temporal scope of 
the data collection, conducted between November 2023 and January 
2024, which might influence the attitudes and perceptions captured 
by the study. During this period, specific events or developments in 
the field of GenAI and translation technology might have temporarily 
swayed opinions, leading to responses that reflect situational factors 
rather than stable, long- term attitudes. Given the dynamic changes 
in AI technologies, the findings may offer a snapshot of perceptions 
within a specific timeframe, which might evolve as the integration of 
GenAI in translation practices and education continues to develop.

This leads to another limitation. While the focus is mainly on the 
practical implications and perceptions of GenAI, it does not fully 
address the ethical concerns or biases that are raised by the use of 
AI technologies. The data used to train AI can often reflect historical 
biases or disparities, which can be perpetuated and magnified by the 
AI systems if not addressed (e.g. gender bias in language use or cul-
tural insensitivity). These issues are ethical in nature and may have a 
profound impact on the quality of GenAI- assisted translation if left 
unchecked. While the authors left space for respondents to freely share 
their thoughts in the final optional open- ended question of the survey, 
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they acknowledge that integrating qualitative research methods, such 
as detailed interviews, would allow for a better understanding of how 
people perceive these technologies and the ethical challenges they 
pose, including the potential job takeover by AI.

Despite the above- mentioned limitations of data collection poten-
tially capturing only immediate reactions to developments in GenAI 
with no deeper exploration, the authors believe the findings are invalu-
able and may serve as a benchmark for future research as they offer 
insights into the translation community’s initial responses to techno-
logical advancements. This snapshot facilitates understanding of how 
professionals, academics and students adapt to and perceive GenAI, 
informing the development of responsive technologies, curricula and 
policies. Moreover, it highlights the community’s adaptability and 
potential areas of resistance, guiding targeted strategies for inclusive 
and beneficial integration of GenAI into translation practices and edu-
cation, thus laying a foundation for ongoing discourse and develop-
ment in the rapidly evolving field of GenAI and translation.

Finally, the statistical analysis, while comprehensive in employing 
basic descriptive statistics (mean, median, standard deviation, 
skewness), relationship maps, and a variety of statistical tests 
(Kruskal- Wallis with post hoc tests, chi- square test of independence, 
Z test for proportion, t- test for correlation), still encounters several 
methodological challenges. It must be acknowledged that the reli-
ance on descriptive statistics and relationship maps to present user 
preferences regarding translation tools might not capture the full 
complexity of users’ attitudes and behaviours. While these methods 
are effective in illustrating general trends and preferences, they may 
overlook nuanced understanding or the underlying reasons behind 
these preferences. The authors acknowledge not only the importance 
of exploring alternative or complementary statistical approaches in 
future research, but also –  more importantly perhaps –  the need for 
critical engagement with the results, acknowledging the constraints 
under which these statistical findings are interpreted and applied 
within the context of attitudes towards GenAI in translation and trans-
lator education.

4.3 Data analysis

The data analysis section presents findings collected from the  
survey conducted within the translation community. Regarding the  
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demographic characteristics of the sample, the survey targeted expert  
translators and translator educators, including both individuals and  
those associated with the Consortium for Translation Education  
Research (CTER), as well as members of relevant forums (ProZ)  
and professional groups on Groups.io. Additionally, it reached out  
to students from the University of Łódź, Poland, who specialise in  
translation.

Out of those contacted, 151 participants completed the question-
naire, providing a dataset for analysis.

The participants spanned a range of roles within the translation field, 
including translation professionals, educators and students, reflecting 
a wide spectrum of experiences and perspectives on the integration of 
GenAI in translation processes and education. This variation in par-
ticipant backgrounds is crucial for the study, as it aims to explore and 
compare the attitudes and perceptions of different stakeholders within 
the translation community.

The following sections of the data analysis present the findings on 
the use of AI technologies in translation (Section 4.3.1) and survey 
opinions on GenAI integration in translator education (Section 4.3.2).

4.3.1 Findings on the use of AI technologies in translation

As for the use of AI technology, the majority of respondents reported 
using Machine Translation (MT) (77.3%) and Translation Management 
Systems (TMS2) (60.0%) as their primary AI- powered tools. Nearly 
half of the participants indicated the use of writing assistants and 
checking tools (46.7%). The use of these tools significantly varies by 

Table 4.1  Demographic structure of the sample (n =  151)

Characteristics Sample

n %

Role/ profession Translator 54 35.8
Translation teacher 43 28.5
Translation student 54 35.8

Age 20– 29 53 35.1
30– 39 23 15.2
40– 49 37 24.5
50+ 38 25.2
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role/ profession, though the association is weak (Cramer’s V coeffi-
cient ranging from 0.5 to 0.3) (see Table 4.2).

Tools from the first group (MT) were significantly more often 
indicated by translation students (91%) than translators (67%, 
p =  0.007), whereas the differences between other groups are not stat-
istically significant. Conversely, TMS tools are significantly less fre-
quently used by translation teachers (38%) compared to translators and 
translation students (67– 70%), while writing assistants and checking 
tools are significantly less frequently used by translators (28%) 
compared to translation teachers and students (56– 59%). GenAI 
tools were indicated much less frequently –  28.7% of respondents 
mentioned AI, with no significant difference in role/ profession (in 
the chi- square test, p =  0.264 > α, V =  0.133 –  see Table 4.2), nor 
age (p =  0.110, V =  0.200 –  see Table 4.3). Only a small number of 
respondents reported not using any of the discussed tools (6% overall), 
with translation teachers being the most frequent non- users (14%).

The use of the discussed solutions is affected by age, except for 
GenAI, which remains unaffected. Significant differences are observed 
regarding the use of machine translation tools among different age 
groups. Specifically, younger individuals aged 20– 29 and 30– 39 years 
tend to use these tools more frequently than those aged 40– 49 and 
50 years and over. However, there are no noteworthy differences 
between people in their twenties and thirties, as well as between those 
in their forties and older. There are some differences in the use of TMS 
among different age groups, which are weak but statistically signifi-
cant (p =  0.015, V =  0.263). People aged 30– 39 use it less frequently 
(35%) than the youngest and oldest age groups (about 70% each). The 
youngest age group (20– 29) uses writing assistants and checking tools 
nearly twice as often as the oldest age group (59% vs. 30%). While 
individuals aged 40– 49 indicated the use of GenAI more frequently 
than other age groups (43% compared to 21– 30%), the differences 
are not statistically significant. Almost all individuals aged 20– 29 and 
95% of those aged 30– 39 use at least one of these solutions, while 
about one in ten individuals aged 40 and over did not mention any of 
the discussed tools (see Table 4.3).

A further 13.2% of the respondents indicated the use of tools from  
all four groups, 21.2% from three of them, the majority –  35.8% –  from  
two of them, and 23.2% from just one (Table 4.4). When opting for a 
single solution, it was usually MT (half of those using one solution) or  
TMS (a third of them), less frequently GenAI (one in ten), and even  
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Table 4.2  AI- powered tools used in translation (total and by role/ profession)

Total Role/ profession Chi- square test V Pair 
differences
(Z test)Translator

(T)
Translation 
teacher
(TT)

Translation 
student
(TS)

n % n % n % n % χ2 df p

Translation Management 
Systems (TMS), 
e.g. Trados, Phrase, 
MemoQ etc.

90 60.0 38 70.4 16 38.1 36 66.7 12.675 2 0.002** 0.290 T > TT 
(p =  0.005**)

TS > TT
(p =  0.016**)

Machine translation, 
e.g. DeepL, Microsoft 
Translator, Google 
Translate, Amazon 
Cloud etc.

116 77.3 36 66.7 31 73.8 49 90.7  9.543 2 0.008** 0.251 TS > T 
(p =  0.007**)

Generative AI, e.g. 
ChatGPT, Google 
Bard, etc.

43 28.7 15 27.8 16 38.1 12 22.2  2.660 2 0.264 0.133 n.a.

Writing assistants 
and checking tools, 
e.g. Grammarly, 
Microsoft Editor etc.

70 46.7 15 27.8 25 59.5 30 55.6 11.734 2 0.003** 0.279 TT > T 
(p =  0.005**)

TS > T
(p= 0.010*)

None of the above 9 6.0  3  5.6 6 14.3  0  0.0  8.340 2 0.008** 0.235 TT > TS
(p =  0.006**)

* p < 0.05, ** p < 0.01, *** p < 0.001. V –  V- Cramer coefficient, p –  probability in chi- square/ Z test, df –  degree of freedom.
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Table 4.3  AI- powered tools used in translation (total and by age)

Age Chi- square test V Pair differences
(Z test)

20– 29
(A)

30– 39
(B)

40– 49
(C)

50+ 
(D)

n % n % n % n % χ2 df p

Translation 
Management 
Systems, e.g. Trados, 
Phrase, MemoQ etc.

37 69.8 8 34.8 19 51.4 26 70.3 10.452 3 0.015* 0.263 A > B (p =  0.026*)
D > B (p =  0.042*)

Machine translation, 
e.g. DeepL, Microsoft 
Translator, Google 
Translate, Amazon 
Cloud etc.

49 92.5 22 95.7 23 62.2 22 59.5 23.963 3 <0.001*** 0.398 A > C (p =  0.002**)
A > D (p =  0.001**)
B > C (p =  0.021*)
B > D (p =  0.012*)

Generative AI, e.g. 
ChatGPT, Google 
Bard, etc.

11 20.8 5 21.7 16 43.2 11 29.7 6.030 3 0.110 0.200 n.a.

Writing assistants and 
checking tools, e.g. 
Grammarly, Microsoft 
Editor etc.

31 58.5 11 47.8 17 45.9 11 29.7 7.792 3 0.048* 0.227 A > D (p =  0.043*)

None of the above  0  0.0 1 4.3 4 10.8 4 10.8 6.432 3 0.085 0.206 n.a.

* p < 0.05, ** p < 0.01, *** p < 0.001. V –  V- Cramer coefficient, p –  probability in chi- square/ Z test, df –  degree of freedom.
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less so –  writing assistants and checking tools (one in 20). All those  
using three solutions included machine translation. Among them, 90%  
also included TMS, 72% included writing assistants and checking  
tools and 38% included GenAI. When opting for two solutions, these  
were primarily machine translation (87% of these individuals) and  
TMS (52%) or writing assistants and checking tools (46%), less fre-
quently GenAI (15%). These connections are illustrated in Figure 4.1.

Out of all translation teachers surveyed, every fifth one reported 
using all four solution groups, which is twice as often as the other two 
groups. Most translators tend to rely on one or two solutions (35% 
and 32%, respectively), while students use two (49%) or three (32%). 
Translation teachers’ opinions vary more widely (16– 26% indicating 
individual tools). The most significant differences are observed 
between translators and translation students (p =  0.082 in the post hoc 
test). However, at the significance level of α =  0.05, there is no statis-
tically significant difference between the use of these tools based on 
the role/ profession (p =  0.080) –  as shown in Table 4.4.

Age is a clear differentiating factor (p =  0.053) in the holistic use 
of these tools, with the youngest (20– 29 years) and oldest (50+  years, 
p =  0.069) showing the greatest differences. Individuals aged 20– 29 
tend to use a significantly more varied range of tools compared to 
those aged 50+  (see Table 4.4).

Figure 4.1  Relationship map.
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Table 4.4  Number of tools in use by role/ profession and age

Number of 
tools

Role/ profession (p =  0.080) Age (p =  0.053)

Translator Translation teacher Translation student 20– 29 (A) 30– 39 (B) 40– 49 (C) 50+  (D)

None or 
n.a.

n 3 7 0 0 1 4 5
% 5.6 16.3 0.0 0.0 4.3 10.8 13.2

1 n 19 9 7 5 6 12 12
% 35.2 20.9 13.0 9.4 26.1 32.4 31.6

2 n 17 11 26 26 11 8 9
% 31.5 25.6 48.1 49.1 47.8 21.6 23.7

3 n 9 7 16 17 2 5 8
% 16.7 16.3 29.6 32.1 8.7 13.5 21.1

4 n 6 9 5 5 3 8 4
% 11.1 20.9 9.3 9.4 13.0 21.6 10.5

p –  probability in Kruskal- Wallis test.
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Almost half of the respondents believe that GenAI can bring  
benefits for translation. However, only one in ten people strongly con-
firm this, while about one in four thinks that it is not beneficial (see  
Figure 4.2). The average rating in this regard is 3.15 (with a standard 
deviation of 1.17), and the median is 3. The distribution’s skewness is  
slight (S =  - 0.38). Both role/ profession (p =  0.002) and age (p =  0.028)  
have a significant impact on people’s opinions about GenAI.

Translation teachers expressed the most optimistic views on this 
topic, with 54% of them seeing benefits, including 19% decidedly, 
and only 7% not seeing them. The mean rating for this group is 3.65, 
with a standard deviation of 0.87 and a median of 4. Conversely, 
translators are the least optimistic, with almost half of them not 
seeing any benefits from GenAI. Their mean rating is 2.69, with 
a standard deviation of 1.37 and a median of 3. The differences 
between these two groups are statistically significant (p =  0.001 in 
the post hoc test).

In terms of age, respondents aged 30– 49 expressed the most  
optimistic views, with a higher percentage of those who decidedly  
confirmed the benefits among individuals in their forties. Post hoc  
tests indicate that individuals aged 50 and above differ the most  

Figure 4.2  Perceived benefits of GenAI (e.g. ChatGPT) for translation (total 
and by age and role).

Note: p –  probability in Kruskal- Wallis test, * p < 0.05, ** p < 0.01.
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(M =  2.63, SD =  1.38, Me =  3) compared to those in their forties  
(M =  3.43, SD =  1.17, Me =  4, p =  0.047) and thirties (M =  3.48,  
SD =  0.90, Me =  4, p =  0.088), but not twenties (M =  3.19, SD =  1.00,  
Me =  3, p =  0.464). The differences between the remaining groups are  
not statistically significant.

Respondents are rather sceptical regarding the impact of GenAI on 
the translation market –  nearly half (43%) believe it will be negative, 
and only 12% that it will be positive. Nearly half of the respondents 
see both positive and negative effects in this regard (see Figure 4.3). 
The average is relatively low –  on a scale of 1– 5, it amounts to 2.51 
(SD =  0.94), Me =  3. Again, translators are the most critical –  nearly 
60% of them see only the negative aspects of GenAI, and only 8% –  
positive ones.

The share of individuals indicating negative effects is smallest 
in the case of translation teachers (28%). Nevertheless, the share of 
those indicating benefits is similar for translators, especially students 
(13– 14%). Role/ profession significantly differentiates opinions in this 
regard (p =  0.003; see Figure 4.4). Post hoc tests indicate statistically 
significant differences between translators and translation teachers 
(p =  0.010) and students (p =  0.011), while translation teachers 
and students have similar opinions (M =  2.70, Me =  3, whereas for 
translators M =  2.17, Me =  2).

The impact of age on opinions is somewhat minimal (p =  0.060),  
but those aged 30– 39 tend to have the most positive views (with  
22% negative evaluations and 17% positive, showing the largest  
differences compared to those aged 50+  –  p =  0.082). Interestingly,  

Figure 4.3  Perceived impact of GenAI on the translation market (shown in 
percentage).
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a large proportion of younger individuals (under 40) hold neutral  
opinions (51– 61%). It is worth noting that opinions indicating a posi-
tive impact of AI on the market were most prevalent among those in  
their thirties and forties (14– 17% compared to 8– 9% for those in their  
twenties and over 50) –  as shown in Figure 4.4. On average, those in 
their thirties had a relatively higher score (M =  2.87, Me =  3), while  
those aged 50+  had the lowest (M =  2.29, Me =  2).

Opinions on the impact of GenAI on translations and the trans-
lation market reveal a significant positive correlation (Spearman’s 
rho =  0.365, p < 0.001). Individuals who view GenAI’s impact on 
translations positively are likely to have a similar outlook on its influ-
ence on the translation market, while those sceptical of GenAI tend to 
be consistently critical across both areas. However, this correlation is 
“only” moderate in strength (see Figure 4.5).

Interestingly, there are some respondents who see a positive impact 
of GenAI on the translation market despite having a negative view on 
AI’s impact on translation, although they are in the minority. Most of 
those who see no benefits from AI also have strong concerns about its 
negative impact on the translation market. Conversely, those who see 
significant benefits from AI tend to also see positive aspects for the 
translation market. Notably, responses indicating a negative impact 
on the translation market decrease as the assessment of AI’s impact 
on translations (quality, etc.) becomes more positive, although neutral 
responses are still common.

Figure 4.4  Impact of GenAI on the translation market: perspectives by role/ 
profession and age (shown in percentage).
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4.3.2 Perspectives on GenAI integration in translator education

Overall, perceptions regarding the integration of GenAI in trans-
lator education are generally favourable, with over half of positive 
responses affirming support for this matter (54%) and around a third 
(31%) expressing a neutral stance.

The average rating comes in at 3.52, with a standard deviation of 
1.16 and a median of 4. Notably, opinions on this topic are not signifi-
cantly linked to one’s profession or role (p =  0.166), and age is also 
not a significant factor (p =  0.922; see Table 4.5).

Regarding the question on the extent to which GenAI tools, such as 
ChatGPT, should be used in translator training, a considerable propor-
tion of respondents (46% with limited or small importance and 38% 
with moderate importance) demonstrate scepticism towards the value 
of incorporating GenAI tools into translator training.

The average rating was 3.52 (SD =  1.16), Me =  4). Interestingly, the  
results showed no significant association between this approach and  
role/ profession (p =  0.073) or age (p =  0.951). However, it was found  
that translators and translation teachers had different opinions, with  
the former group showing lower evaluations (p =  0.066). Nevertheless,  

Figure 4.5  Impact of GenAI on translation and translation market (shown in 
percentage).

Note: rho =  0.365, p < 0.001**.
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it is worth noting that a higher percentage of translators (9%) than  
others (2– 5%) considered extensive use of AI to be a vital resource  
in training. Translation teachers had a relatively larger percentage of  
“moderate” answers (nearly 50%) and fewer “low” responses (28%).

Regarding the question of whether translation educators should be 
trained to use generative AI for teaching, the general consensus leans 
significantly towards agreement, with mostly positive (75%) or neu-
tral (21%) attitudes. Only a small minority of respondents (less than 
10%) believe that translation educators should not receive training in 
this area (see Figure 4.8). On average, the rating is 3.88 (SD =  1.03), 
with a median of 4.

Significant differences exist in the attitudes of translation teachers, 
students and professional translators towards the use of GenAI 
in education (post hoc test, p =  0.006 and p =  0.004, respectively). 
Translation teachers express a stronger desire to incorporate GenAI 
into their teaching (Kruskal- Wallis test, p =  0.002; see Table 4.7), with 
an average rating ranging from 3.61 (translators) to 4.35 (translation 
teachers).

These results underscore the enthusiasm among translation  
educators for embracing GenAI tools, suggesting they recognise 
potential benefits such as enhanced teaching methodologies or  
improved student engagement. Conversely, the more cautious stance  
of translators and students indicates a possible need for further  

Figure 4.6  Perspectives on the integration of GenAI tools into translator 
training programmes (shown in percentage).
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Table 4.5  Levels of agreement on GenAI tools integration into translator training programmes (by role/ profession and age)

Role/ profession (p =  0.166) Age (p =  0.922)

Translator Translation teacher Translation student 20– 29 (A) 30– 39 (B) 40– 49 (C) 50+  (D)

strongly disagree n 9 1 3 2 1 3 7
% 16.7 2.3 5.6 3.8 4.3 8.1 18.4

disagree n 4 2 4 4 3 2 1
% 7.4 4.7 7.4 7.5 13.0 5.4 2.6

neutral/ 
unsure

n 15 15 17 18 8 12 9
% 27.8 34.9 31.5 34.0 34.8 32.4 23.7

agree n 15 11 22 22 6 9 11
% 27.8 25.6 40.7 41.5 26.1 24.3 28.9

strongly agree n 11 14 8 7 5 11 10
% 20.4 32.6 14.8 13.2 21.7 29.7 26.3

p –  probability in Kruskal- Wallis test.
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dialogue and education on GenAI’s practical applications and ethical  
considerations in the translation field.

4.3.3 Risks associated with using GenAI tools in translator training

The last set of questions focused on the potential risks associated with 
using GenAI tools in translator training. These risks were examined 
in terms of their impact on both translation and translator compe-
tence. The results of the analysis show that both sets of variables were 
measured reliably, with a Cronbach’s alpha coefficient of 0.833 for 
the first group and 0.897 for the second. Additionally, the Kaiser- 
Meyer- Olkin measure indicated an appropriate level of association 
between variables in both sets, with a KMO of 0.795 for the first 
group and 0.826 for the second. The Bartlett’s test of sphericity was 
significant for both sets of variables, with χ2(10) =  346.1 and p < 
0.001 for the first set concerning dangers for translation products, and 
χ2(10) =  481.2 and p < 0.001 for the second set concerning translator 
competence. Finally, the exploratory factor analysis revealed that both 
sets of dangers were unidimensional and did not have any subareas.

As for the values of factor loadings, the results of the exploratory 
factor analysis are listed below:

Variables (risks for translation)

 • decreased translation quality: 0.893
 • decreased language quality: 0.840

Figure 4.7  Responses on the extent to which GenAI tools (e.g. ChatGPT) 
should be used in translator training.
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Table 4.6  Opinions on the extent to which GenAI tools (e.g. ChatGPT) should be used in translator training (by role/ profession 
and age)

Role/ profession (p =  0.073) Age (p =  0.951)

Translator Translation     
teacher

Translation 
student

20– 29 (A) 30– 39 (B) 40– 49 (C) 50+  (D)

limited, e.g. only minimal use for 
exemplary illustration

n 19 9 5 5 5 12 11
% 35.2 20.9 9.3 9.4 21.7 32.4 28.9

small, e.g. restricted use in specific 
training modules or exercises)

n 11 3 22 22 6 2 6
% 20.4 7.0 40.7 41.5 26.1 5.4 15.8

moderate, e.g. moderate use as 
a supplementary resource for 
trainees

n 15 21 21 21 9 16 11
% 27.8 48.8 38.9 39.6 39.1 43.2 28.9

big, e.g. regular use in various 
aspects of translator training

n 4 8 5 4 3 6 4
% 7.4 18.6 9.3 7.5 13.0 16.2 10.5

significant, e.g. extensive use 
as a vital resource playing a 
substantial role in training

n 5 2 1 1 0 1 6
% 9.3 4.7 1.9 1.9 0.0 2.7 15.8

p –  probability in Kruskal- Wallis test.
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 • potential mistranslations or misinterpretations: 0.818
 • reduced cultural nuances: 0.771
 • ethical concerns: 0.584

Variables (risks for translator competence)

 • gradual deterioration of language skills: 0.873
 • gradual deterioration of translation skills: 0.866
 • overreliance on the assistance of the tool: 0.834
 • difficulties in critically evaluating translations: 0.832
 • reduced creativity and originality in translation: 0.805

The factor loadings clearly indicate the crucial role of the analysed 
factors in evaluating the risks posed by GenAI to the translation 
industry. Each factor loading is above 0.5, with many exceeding this 
threshold by a significant margin. This confirms that the questions 
chosen to assess the hazards associated with GenAI were well- chosen. 
For a comprehensive overview of the responses to questions about 
potential dangers, please see Figure 4.9.

Regarding the product of translation, respondents expressed the  
greatest concern about reduced cultural nuances (M =  4.14, SD =  0.91,  
Me =  4) and potential mistranslations or misinterpretations (M =  4.10,  
SD =  0.83, Me =  4). Three out of four respondents confirmed these  

Figure 4.8  Opinions on whether translation educators should be trained in 
using GenAI for pedagogical purposes (shown in percentage).
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Table 4.7  Opinions on whether translation educators should be trained in using GenAI for pedagogical purposes (by role/ profession 
and age)

Role/ profession (p =  0.002**) Age (p =  0.131)

Translator Translation teacher Translation student 20– 29 (A) 30– 39 (B) 40– 49 (C) 50+  (D)

strongly disagree n 6 0 1 1 0 1 5
% 11.1 0.0 1.9 1.9 0.0 2.7 13.2

disagree n 2 0 3 2 1 1 1
% 3.7 0.0 5.6 3.8 4.3 2.7 2.6

neutral/ 
unsure

n 15 6 11 12 5 6 9
% 27.8 14.0 20.4 22.6 21.7 16.2 23.7

agree n 15 16 31 32 9 13 8
% 27.8 37.2 57.4 60.4 39.1 35.1 21.1

strongly agree n 16 21 8 6 8 16 15
% 29.6 48.8 14.8 11.3 34.8 43.2 39.5

p –  probability in Kruskal- Wallis test.
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risks, with less than 5% disagreeing. Decreased language quality was  
seen as the smallest danger (M =  3.38, SD =  1.16, Me =  3), with  
slightly less than half of individuals agreeing and every fifth person  
disagreeing (see Figure 4.9 and Table 4.8). Importantly, exploratory 
factor analysis showed that the distribution of individual variables  
was not highly skewed (see Table 4.9).

Respondents in different roles/ professions held similar opinions 
regarding the most serious dangers associated with the translation 
product (Kruskal- Wallis test p > 0.05). However, two other issues 
had statistically significant differences (see Table 4.8). Translators 
perceived a higher risk associated with decreased translation quality 
compared to translation teachers (p =  0.026) and decreased language 
quality compared to translation students (p =  0.024). Ethical concerns 
were more strongly expressed by translation teachers than translation 
students (p =  0.059).

Figure 4.9  A comprehensive overview of the responses to questions about 
potential dangers.
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Age did not significantly differentiate opinions on the dangers of 
GenAI in relation to translation products.

The survey results show that respondents are highly concerned 
about translator competence, with 60– 80% of responses indicating a 
high or very high level of risk associated with this aspect of trans-
lator education (see Figure 4.9). The greatest danger identified is 
“overreliance on the assistance of the tool” (M =  4.25, SD =  0.92, 
Me =  5), with half of the responses indicating a “very high” level of 
concern. This evaluation is consistent across different roles and age 
groups (p =  0.148), although respondents in their forties express greater 
concern than those in their twenties (p =  0.059) –  see Tables 4.8– 
4.9. “Reduced creativity and originality in translation” is also seen 
as a significant danger (M =  4.13, SD =  0.99, Me =  4), with 44% of 
responses indicating a “very high” level of concern. Translators rate 
this danger significantly higher than translation students (p =  0.033), 
and respondents in their twenties rate it significantly higher than those 
in their forties (p =  0.004).

Age and role/ profession significantly differentiate the other three 
issues concerning translators’ competences (see Tables 4.8– 4.9). 
Translation students perceive all three issues as posing less risk 
compared to professional translators, and also considered both “gradual 
deterioration of language skills” and “difficulties in critically evalu-
ating translations” as less hazardous than did translation teachers.

Respondents in their forties express significantly more concern 
about all five issues than those in their twenties, and more concern 
than individuals over 50 about “gradual deterioration of language 
skills” and “difficulties in critically evaluating translations”. Those 
in their thirties express more concern than individuals in their forties 
about “gradual deterioration of translation and language skills” (see 
Table 4.9 for details).

The statistical correlation between the perceived dangers of GenAI 
and its importance for translations and the translation market is sig-
nificant (see Table 4.10). Those who hold a negative view of AI tend 
to perceive its potential consequences more strongly, while those who 
see it as beneficial are less afraid of the consequences. The negative 
correlation is particularly strong when it comes to decreased trans-
lation and language quality (with correlation coefficients nearing 
0.5). However, even those who perceive GenAI as beneficial still rate 
decreased translation quality as a significant concern (with rho =  - 
0.134 and p =  0.100).
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The level of concern surrounding the potential risks of GenAI  
seems to be somewhat influenced by the variety of translation tools  
that the respondents use. Upon analysing the outcomes presented in  
the final column of Table 4.10, it can be concluded that a greater diver-
sity of tools utilised does not necessarily result in increased apprehen-
sion regarding translation products (p > 0.05). However, there is  
a stronger correlation with perceiving hazards related to translators’  

Table 4.8  Risks associated with the use of GenAI tools in translator training   
(total and by role/ profession)

Total Role/ profession Kruskal- Wallis     
test

Post hoc tests

Translator Translation teacher Translation student

M Me SD S M Me SD S M Me SD S M Me SD S H df p

Risks associated with translation
ethical concerns 3.72 4.00 1.17 - 0.42 3.69 4.00 1.23 - 0.38 4.02 5.00 1.14 - 0.65 3.50 4.00 1.09 - 0.40 5.446 2 0.066 TS < TT   

(p = 0.059)
decreased translation 

quality
3.62 4.00 1.06 - 0.48 3.81 4.00 1.20 - 0.79 3.30 3.00 1.12 - 0.11 3.67 4.00 0.78 - 0.33 6.894 2 0.032* TT < T  

(p =  0.026*)
decreased language 

quality
3.38 3.00 1.16 - 0.27 3.65 4.00 1.26 - 0.70 3.07 3.00 1.22 0.11 3.37 3.00 0.94 - 0.11 7.148 2 0.028* TS < T   

(p = 0.024*)
reduced cultural 

nuances
4.14 4.00 0.91 - 0.93 4.20 4.00 0.96 - 1.23 4.07 4.00 1.03 - 0.96 4.13 4.00 0.75 - 0.22 0.928 2 0.629 n.a.

potential     
mistranslations or 
misinter-pretations

4.10 4.00 0.83 - 0.97 4.15 4.00 0.88 - 1.17 3.95 4.00 0.92 - 0.85 4.17 4.00 0.69 - 0.59 1.597 2 0.450 n.a.

Risks associated with translator competence
gradual deterioration 

of translation skills
3.73 4.00 1.06 - 0.48 3.96 4.00 1.08 - 0.95 3.72 4.00 1.22 - 0.34 3.50 4.00 0.86 - 0.46 6.989 2 0.030* TS < T  

(p =  0.025*)
gradual deterioration 

of language skills
3.71 4.00 1.09 - 0.45 3.83 4.00 1.19 - 0.70 3.93 4.00 1.06 - 0.49 3.41 3.00 0.96 - 0.39 7.821 2 0.020* TS < TT   

(p =  0.042*)
TS < T   

(p =  0.059)
overreliance on     

the assistance of 
the tool

4.25 5.00 0.92 - 1.10 4.24 5.00 0.99 - 1.24 4.42 5.00 0.88 - 1.39 4.13 4.00 0.87 - 0.80 3.821 2 0.148 n.a.

reduced creativity 
and originality in 
translation

4.13 4.00 0.99 - 1.23 4.26 5.00 1.07 - 1.51 4.21 4.00 1.01 - 1.45 3.94 4.00 0.88 - 0.93 7.142 2 0.028* TS < T    
(p = 0.033*)

difficulties in critically 
evaluating 
translations

3.84 4.00 1.05 - 0.68 4.07 4.00 1.03 - 0.81 3.98 4.00 1.10 - 0.96 3.50 4.00 0.97 - 0.65 10.585 2 0.005** TS < T   
(p =   0.007**)

TS < TT    
(p =  0.040*)

* p < 0.05, ** p < 0.01, *** p < 0.001. M –  mean, Me –  median, SD –  standard   
deviation, S –  skewness.
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capabilities, although the association’s strength is not significant (cor-
relation coefficients range from - 0.089 to - 0.253 and demonstrate a  
negative correlation). A wider range of tools utilised is significantly  
linked, in a statistical sense, to lower levels of concern regarding a  
“gradual deterioration of translation skills” (rho =  - 0.253) and “lan-
guage skills” (rho =  - 0.173), as well as “reduced creativity and origin-
ality in translation” (rho =  - 0.175).

The level of concern surrounding the potential risks of GenAI  
seems to be somewhat influenced by the variety of translation tools  
that the respondents use. Upon analysing the outcomes presented in  
the final column of Table 4.10, it can be concluded that a greater diver-
sity of tools utilised does not necessarily result in increased apprehen-
sion regarding translation products (p > 0.05). However, there is  
a stronger correlation with perceiving hazards related to translators’  

Table 4.8  Risks associated with the use of GenAI tools in translator training   
(total and by role/ profession)

Total Role/ profession Kruskal- Wallis     
test

Post hoc tests

Translator Translation teacher Translation student

M Me SD S M Me SD S M Me SD S M Me SD S H df p

Risks associated with translation
ethical concerns 3.72 4.00 1.17 - 0.42 3.69 4.00 1.23 - 0.38 4.02 5.00 1.14 - 0.65 3.50 4.00 1.09 - 0.40 5.446 2 0.066 TS < TT   

(p = 0.059)
decreased translation 

quality
3.62 4.00 1.06 - 0.48 3.81 4.00 1.20 - 0.79 3.30 3.00 1.12 - 0.11 3.67 4.00 0.78 - 0.33 6.894 2 0.032* TT < T  

(p =  0.026*)
decreased language 

quality
3.38 3.00 1.16 - 0.27 3.65 4.00 1.26 - 0.70 3.07 3.00 1.22 0.11 3.37 3.00 0.94 - 0.11 7.148 2 0.028* TS < T   

(p = 0.024*)
reduced cultural 

nuances
4.14 4.00 0.91 - 0.93 4.20 4.00 0.96 - 1.23 4.07 4.00 1.03 - 0.96 4.13 4.00 0.75 - 0.22 0.928 2 0.629 n.a.

potential     
mistranslations or 
misinter-pretations

4.10 4.00 0.83 - 0.97 4.15 4.00 0.88 - 1.17 3.95 4.00 0.92 - 0.85 4.17 4.00 0.69 - 0.59 1.597 2 0.450 n.a.

Risks associated with translator competence
gradual deterioration 

of translation skills
3.73 4.00 1.06 - 0.48 3.96 4.00 1.08 - 0.95 3.72 4.00 1.22 - 0.34 3.50 4.00 0.86 - 0.46 6.989 2 0.030* TS < T  

(p =  0.025*)
gradual deterioration 

of language skills
3.71 4.00 1.09 - 0.45 3.83 4.00 1.19 - 0.70 3.93 4.00 1.06 - 0.49 3.41 3.00 0.96 - 0.39 7.821 2 0.020* TS < TT   

(p =  0.042*)
TS < T   

(p =  0.059)
overreliance on     

the assistance of 
the tool

4.25 5.00 0.92 - 1.10 4.24 5.00 0.99 - 1.24 4.42 5.00 0.88 - 1.39 4.13 4.00 0.87 - 0.80 3.821 2 0.148 n.a.

reduced creativity 
and originality in 
translation

4.13 4.00 0.99 - 1.23 4.26 5.00 1.07 - 1.51 4.21 4.00 1.01 - 1.45 3.94 4.00 0.88 - 0.93 7.142 2 0.028* TS < T    
(p = 0.033*)

difficulties in critically 
evaluating 
translations

3.84 4.00 1.05 - 0.68 4.07 4.00 1.03 - 0.81 3.98 4.00 1.10 - 0.96 3.50 4.00 0.97 - 0.65 10.585 2 0.005** TS < T   
(p =   0.007**)

TS < TT    
(p =  0.040*)

* p < 0.05, ** p < 0.01, *** p < 0.001. M –  mean, Me –  median, SD –  standard   
deviation, S –  skewness.
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It is worth noting that respondents who declare that they use  
GenAI tend to be less fearful of the consequences for both translation  
products and translators’ competence. For each concern, the average  
rating among users of GenAI is lower than that of users of other tools  
(see Table 4.11).

Table 4.9  Risks associated with the use of GenAI tools in translator training   
(total and by age)

20– 29 30– 39 40– 49 50+ Kruskal- Wallis test Post hoc tests

M Me SD S M Me SD S M Me SD S M Me SD S H df p

Risks associated with translation
ethical concerns 3.55 4.00 1.12 - 0.46 3.74 4.00 0.96 - 0.09 4.05 5.00 1.22 - 0.69 3.61 4.00 1.26 - 0.38 5.279 3 0.152 n.a.

decreased translation 
quality

3.72 4.00 0.79 - 0.40 3.35 3.00 0.78 - 0.08 3.73 4.00 1.33 - 0.76 3.53 3.50 1.22 - 0.30 3.854 3 0.278 n.a.

decreased language 
quality

3.40 3.00 0.97 - 0.09 3.09 3.00 0.95 - 0.53 3.51 3.00 1.39 - 0.36 3.42 4.00 1.29 - 0.46 2.380 3 0.497 n.a.

reduced cultural nuances 4.11 4.00 0.75 - 0.19 4.43 4.00 0.59 - 0.45 4.22 5.00 1.03 - 1.26 3.92 4.00 1.10 - 0.74 4.311 3 0.230 n.a.

potential mistranslations 
or misinterpretations

4.13 4.00 0.68 - 0.55 4.17 4.00 0.65 - 0.18 4.16 4.00 0.90 - 0.58 3.95 4.00 1.04 - 1.27 0.768 3 0.857 n.a.

Risks associated with translator competence
gradual deterioration of 

translation skills
3.55 4.00 0.87 - 0.43 3.43 4.00 1.08 - 0.05 4.19 5.00 1.10 - 1.06 3.71 4.00 1.16 - 0.71 12.852 3 0.005

**
A < C (p =      

0.007**)
B < C (p =      

0.025*)
gradual deterioration of 

language skills
3.47 4.00 0.97 - 0.44 3.52 3.00 1.12 0.05 4.27 5.00 1.04 - 1.20 3.61 4.00 1.13 - 0.57 15.332 3 0.002

**
A < C (p =      

0.001**)
B < C (p =      

0.034*)
D < C (p =      

0.037*)
overreliance on the 

assistance of the tool
4.17 4.00 0.85 - 0.73 4.09 4.00 0.95 - 0.88 4.59 5.00 0.76 - 1.93 4.13 4.50 1.07 - 1.11 8.739 3 0.033

*
A < C (p =      

0.053)
reduced creativity 

and originality in 
translation

3.98 4.00 0.84 - 0.96 4.13 4.00 0.92 - 1.05 4.51 5.00 0.90 - 2.45 3.97 4.00 1.22 - 0.99 12.014 3 0.007
**

A < C (p =      
0.004**)

difficulties in critically 
evaluating 
translations

3.49 4.00 0.95 - 0.60 3.96 4.00 1.02 - 1.31 4.35 5.00 0.95 - 1.19 3.76 4.00 1.13 - 0.58 17.819 3 <0.001
***

A < C (p <    
0.001***)

D < C (p =      
0.063)

* p < 0.05, ** p < 0.01, *** p < 0.001. M –  mean, Me –  median, SD –  standard   
deviation, S –  skewness.
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The most substantial differences are observed when evaluating 
“decreased translation quality” –  users of TMS rate this danger 0.52 
points higher than those who use GenAI (averages of 3.71 vs. 3.19), 
although the differences are still evident even when compared to users 
of other tools (averages higher by 0.33– 0.37). The assessment of reduced 

It is worth noting that respondents who declare that they use  
GenAI tend to be less fearful of the consequences for both translation  
products and translators’ competence. For each concern, the average  
rating among users of GenAI is lower than that of users of other tools  
(see Table 4.11).

Table 4.9  Risks associated with the use of GenAI tools in translator training   
(total and by age)

20– 29 30– 39 40– 49 50+ Kruskal- Wallis test Post hoc tests

M Me SD S M Me SD S M Me SD S M Me SD S H df p

Risks associated with translation
ethical concerns 3.55 4.00 1.12 - 0.46 3.74 4.00 0.96 - 0.09 4.05 5.00 1.22 - 0.69 3.61 4.00 1.26 - 0.38 5.279 3 0.152 n.a.

decreased translation 
quality

3.72 4.00 0.79 - 0.40 3.35 3.00 0.78 - 0.08 3.73 4.00 1.33 - 0.76 3.53 3.50 1.22 - 0.30 3.854 3 0.278 n.a.

decreased language 
quality

3.40 3.00 0.97 - 0.09 3.09 3.00 0.95 - 0.53 3.51 3.00 1.39 - 0.36 3.42 4.00 1.29 - 0.46 2.380 3 0.497 n.a.

reduced cultural nuances 4.11 4.00 0.75 - 0.19 4.43 4.00 0.59 - 0.45 4.22 5.00 1.03 - 1.26 3.92 4.00 1.10 - 0.74 4.311 3 0.230 n.a.

potential mistranslations 
or misinterpretations

4.13 4.00 0.68 - 0.55 4.17 4.00 0.65 - 0.18 4.16 4.00 0.90 - 0.58 3.95 4.00 1.04 - 1.27 0.768 3 0.857 n.a.

Risks associated with translator competence
gradual deterioration of 

translation skills
3.55 4.00 0.87 - 0.43 3.43 4.00 1.08 - 0.05 4.19 5.00 1.10 - 1.06 3.71 4.00 1.16 - 0.71 12.852 3 0.005

**
A < C (p =      

0.007**)
B < C (p =      

0.025*)
gradual deterioration of 

language skills
3.47 4.00 0.97 - 0.44 3.52 3.00 1.12 0.05 4.27 5.00 1.04 - 1.20 3.61 4.00 1.13 - 0.57 15.332 3 0.002

**
A < C (p =      

0.001**)
B < C (p =      

0.034*)
D < C (p =      

0.037*)
overreliance on the 

assistance of the tool
4.17 4.00 0.85 - 0.73 4.09 4.00 0.95 - 0.88 4.59 5.00 0.76 - 1.93 4.13 4.50 1.07 - 1.11 8.739 3 0.033

*
A < C (p =      

0.053)
reduced creativity 

and originality in 
translation

3.98 4.00 0.84 - 0.96 4.13 4.00 0.92 - 1.05 4.51 5.00 0.90 - 2.45 3.97 4.00 1.22 - 0.99 12.014 3 0.007
**

A < C (p =      
0.004**)

difficulties in critically 
evaluating 
translations

3.49 4.00 0.95 - 0.60 3.96 4.00 1.02 - 1.31 4.35 5.00 0.95 - 1.19 3.76 4.00 1.13 - 0.58 17.819 3 <0.001
***

A < C (p <    
0.001***)

D < C (p =      
0.063)

* p < 0.05, ** p < 0.01, *** p < 0.001. M –  mean, Me –  median, SD –  standard   
deviation, S –  skewness.
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Table 4.10  Correlation analysis of perceptions regarding GenAI’s benefits, market impact, usage versus risk evaluation

How beneficial do 
you find generative 
AI (e.g. ChatGPT) 
for translation?

What impact might 
generative AI have 
on the translation 
market?

How many AI 
tools do you use?

ethical concerns rho - 0.178 - 0.159 - 0.061
p 0.029* 0.051 0.453

decreased translation quality rho - 0.479 - 0.381 - 0.132
p <0.001*** <0.001*** 0.107

decreased language quality rho - 0.459 - 0.335 - 0.146
p <0.001*** <0.001*** 0.074

reduced cultural nuances rho - 0.352 - 0.282 - 0.120
p <0.001*** <0.001*** 0.141

potential mistranslations or 
misinterpretations

rho - 0.343 - 0.239 - 0.108
p <0.001*** 0.003** 0.186

gradual deterioration of translation skills rho - 0.298 - 0.327 - 0.253
p <0.001*** <0.001*** 0.002**

gradual deterioration of language skills rho - 0.217 - 0.249 - 0.173
p 0.007** 0.002** 0.034*

overreliance on the assistance of the tool rho - 0.134 - 0.237 - 0.089
p 0.100 0.003** 0.278

reduced creativity and originality in 
translation

rho - 0.172 - 0.331 - 0.175
p 0.035* <0.001*** 0.031*

difficulties in critically evaluating 
translations

rho - 0.183 - 0.213 - 0.154
p 0.024* 0.009** 0.059
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Table 4.11  Usage of AI tools and opinions on the potential risks associated with using GenAI tools in translator training (means 
comparison)

Potential risks Translation 
Management 
Systems, e.g. Trados, 
Phrase, MemoQ etc.

Machine translation, 
e.g. DeepL, Microsoft 
Translator, Google 
Translate, Amazon 
Cloud, etc.

Generative AI, e.g. 
ChatGPT, Google 
Bard, etc.

Writing assistants and 
checking tools, e.g. 
Grammarly, Microsoft 
Editor etc.

ethical concerns 3,66 3,71 3,58 3,81
decreased translation quality 3,71 3,52 3,19 3,56
decreased language quality 3,42 3,28 3,05 3,26
reduced cultural nuances 4,08 4,16 3,81 4,20
potential mistranslations or 

misinterpretations
4,12 4,09 3,86 4,10

gradual deterioration of 
translation skills

3,66 3,63 3,47 3,53

gradual deterioration of 
language skills

3,59 3,63 3,60 3,63

overreliance on the assistance 
of the tool

4,22 4,22 4,05 4,33

reduced creativity and 
originality in translation

4,03 4,09 3,86 4,16

difficulties in critically 
evaluating translations

3,84 3,81 3,65 3,74
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Table 4.12  Hierarchy of risks associated with using GenAI tools in translator training correlated with AI technologies used by 
respondents

Translation Management 
Systems, e.g. Trados, Phrase, 
MemoQ etc.

Machine translation, e.g. DeepL, 
Microsoft Translator, Google 
Translate, Amazon Cloud, etc.

Generative AI, e.g. ChatGPT, 
Google Bard, etc.

Writing assistants and checking 
tools, e.g. Grammarly, Microsoft 
Editor etc.

overreliance on the 
assistance of the tool

overreliance on the assistance of 
the tool

overreliance on the 
assistance of the tool

overreliance on the assistance of 
the tool

potential mistranslations or 
misinterpretations

reduced cultural nuances potential mistranslations or 
misinterpretations

reduced cultural nuances

reduced cultural nuances potential mistranslations or 
misinterpretations

reduced creativity and 
originality in translation

reduced creativity and originality 
in translation

reduced creativity and 
originality in translation

reduced creativity and originality 
in translation

reduced cultural nuances potential mistranslations or 
misinterpretations

difficulties in critically 
evaluating translations

difficulties in critically evaluating 
translations

difficulties in critically 
evaluating translations

ethical concerns

decreased translation quality ethical concerns gradual deterioration of 
language skills

difficulties in critically evaluating 
translations

ethical concerns gradual deterioration of translation 
skills

ethical concerns gradual deterioration of language 
skills

gradual deterioration of 
translation skills

gradual deterioration of language 
skills

gradual deterioration of 
translation skills

decreased translation quality

gradual deterioration of 
language skills

decreased translation quality decreased translation quality gradual deterioration of 
translation skills

decreased language quality decreased language quality decreased language quality decreased language quality
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cultural nuances also differs quite significantly (M =  3.81 for users of 
GenAI versus about 4.1 for other tools). Users of GenAI are similarly 
concerned, compared to others, about “overreliance on the assistance of 
the tool” (M =  4.05 versus 4.22– 4.33 for others). However, like the others, 
they are least concerned about decreased translation and language quality.

Table 4.12 illustrates the ranked dangers of using GenAI tools in 
translator training presented in correlation with AI technologies used 
by respondents.

Although there are some minor variations, the ranking remains 
consistent across all four groups. It should be highlighted that the 
majority of respondents declared using tools from at least two groups 
concurrently, which needs to be taken into account in the analysis of 
the findings.

4.4 Summary of the findings: challenges and lessons learned

There is a clear trend favouring GenAI integration into translator edu-
cation, with only a minority of respondents (below 10%) expressing 
the view that incorporating AI is unnecessary, as illustrated in 
Figure 4.9 (Section 4.3). In this case, translation teachers exhibit a 
more pronounced inclination towards integration than translators (see 
Table 4.8). It indicates a broad support for using GenAI tool in trans-
lator training, with the overwhelming majority of respondents (more 
than 90%) supporting the idea that translation students should receive 
such training. The use of standard deviation (SD =  1.03) indicates 
variability in responses, but the relatively high mean and median point 
towards overall favourable opinions.

The data shows varying levels of GenAI adoption among different 
age groups and roles, suggesting that technology acceptance and the 
learning curve associated with GenAI tools could be an important 
aspect to explore further. Younger translators and students seem more 
adaptable or open to integrating new technologies, which could imply 
that newcomers to the translation market are more inclined to embrace 
GenAI as a regular part of their toolkit. This trend could lead to a gen-
erational shift in how translation work is performed and perceived.

The interest in bringing AI to the translation classroom is the 
strongest among translation teachers who are directly involved in 
translator education, which suggests that they recognise the poten-
tial of embracing technological advancements like GenAI in educa-
tional settings. Translators might exhibit more reluctance towards 
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the integration of AI in translator training, compared to the surveyed 
teachers, for several reasons, reflecting concerns about practical 
implications, job security and the nature of their future work.

As discussed in Section 3.4, translators may fear that increased 
reliance on AI and automation could lead to reduced demand for their 
services and thus threaten their job security. Translators might also 
worry that an overemphasis on AI in training could lead to a devalu-
ation of these human- centric skills or an overreliance on technology 
that might not always produce translations of comparable quality 
or integrity (see Section 2.4 on ethical considerations). This fear 
is also reflected in the negative correlation between the perceived 
dangers of GenAI and its importance for translations and the trans-
lation market (see Table 4.11) which is particularly strong when it 
comes to decreased translation and language quality (with correlation 
coefficients nearing 0.5). Indeed, translators might perceive AI tools 
as a threat or at least as useful aids but not as replacements for human 
judgement and expertise. In contrast, translation teachers –  focused on 
a broad range of educational goals –  might see AI as a valuable add-
ition to the curriculum that can enhance learning and expose students 
to cutting- edge technology.

The use of AI in translation can also raise ethical concerns, particu-
larly among translators, including issues related to data privacy, confi-
dentiality and the potential for bias in AI algorithms (see Section 2.4). 
Translators might be more acutely aware of these issues due to their 
direct interaction with sensitive or proprietary information, making 
them more cautious about embracing AI. What is more, the reluc-
tance of translators towards AI in translator training can also be justi-
fied with the fact that adapting to new technologies requires time and 
effort, which might be seen as an additional burden. Translators who 
are already established in their methods might view the integration of 
AI as a challenge to their workflow or an unnecessary complication, 
preferring to stick with familiar tools and techniques. Last but not 
least, the introduction of AI may understandably pose a challenge to 
the translators’ self- concept, as delineated in Section 3.5, potentially 
diminishing the esteem in which their expertise is held. Consequently, 
they may want to avoid placing any value in interactions with AI as it 
would necessitate a recalibration of their professional identity.

Nonetheless, it should be highlighted that a greater proportion of 
translators (9%) compared to other groups (2– 5%) view the extensive 
application of AI as an essential tool in training. Translator teachers 
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displayed a notably higher frequency of “moderate” responses here 
(approximately 50%), with a reduced incidence of “low” feed-
back (28%). This indicates that there is a discernible variation in 
perceptions regarding the significance of AI in translation training, 
with translators –  on the one hand –  showing more reluctance, but –  on 
the other hand –  if they show an inclination towards the importance 
of AI in training it is clearly stronger than in the remaining groups. In 
this case, translation teachers exhibit a more balanced perspective, as 
evidenced by their higher propensity for moderate assessments and a 
lower tendency towards minimal agreement.

Still, a noticeable reluctance among translators is evident, as fur-
ther illustrated by additional remarks provided in the final optional 
open- ended question of the survey. For instance, one of the translators 
(with former experience in teaching) made the following comment 
regarding AI introduction in translator training:

[Translator 1]
You should be training students how to use their brains rather than 
how to use tools. I used to teach translation at postgraduate level. 
Anyone can use tools. Not everyone can think.

An even more radical viewpoint emerges in another comment 
(Translator 2 below) where the resistance to AI takes on a more 
pronounced form, advocating for a complete prohibition of GenAI 
tools in translator training and academic settings.

[Translator 2]
I think that generative AI tools should be banned in translator 
training and at the university level because they jeopardise lan-
guage, culture, etc. The major concern with these tools is that the 
user takes for granted that everything provided is accurate. That’s 
why the user should carefully consider the outcome to avoid any 
mistranslations. Another major concern is that using such tools, it 
will be extremely difficult to train trainers who can afford to deliver 
a lecture and conduct practical exercises for translation students. 
In other words, the user will be another machine, only excelling 
in transforming a text from one language into another. Finally, the 
choice of whether to use generative AI tools or only have recourse 
to traditional tools is like whether to train in a manual or automatic 
car. Training on the second will not enable the user to use the first.
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Several concerns addressed by Translator 2 caution against uncritical 
acceptance of AI assistance, which could potentially lead to the deteri-
oration of language and cultural understanding in translation and the 
diminishment of translator competence. Apparently, the primary con-
cern expressed in Translator 2’s apprehension is the presumption of 
accuracy in the output of these tools, which could potentially lead to 
complacency among users. To mitigate the risks mentioned here, a more 
critical and cautious engagement with AI tools is indeed necessary for 
upholding the standards of both translation and translator education.

Beyond the debate regarding the incorporation of GenAI into translator 
training, numerous thoughtful observations were shared in this closing 
section of the survey, highlighting the diverse perspectives on the general 
application of GenAI in the field of translation. Within the spectrum of 
comments revealing attitudes towards AI and its role in translation, some 
of the remarks expressed doubt and scepticism as for the possible AI con-
tribution in this field, asserting that AI is useless in translation.

[Translator 3]
I am a medical translator. In my field public MT and AI cannot 
be used due to confidentiality. They can be used only in closed 
systems of, for example, LSPs.

[Translator 4]
AI is no intelligence at all –  it is simply a rip off from existing work. 
It not only takes future work from translators (evolution is a normal 
thing) but uses copyrighted material without paying a single cent to 
the rights owners. This does not only apply to translation but also 
to design, music, writing, and any creative endeavour. It is a scam.

[Translation student 1]
Current AI is completely useless.

The perspective presented by Translator 4 highlights a conten-
tious issue regarding the sourcing and use of copyrighted material 
by AI technologies and the potential economic implications for 
the human workforce. Coupled with Translation student 1’s cat-
egorical viewpoint, such an approach shows a belief in the insur-
mountable gap between AI capabilities and the requirements for 
high- quality translation, emphasising the current technological 
limitations. However, with the current pace of GPT development 
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and the looming advent of AGI, the validity of these arguments 
may soon come into question.

The opinions diverge significantly across the professional land-
scape, capturing an array of perspectives that range from outright 
rejection to cautious non- engagement. This variance is particularly 
pronounced as some viewpoints reveal that certain respondents have 
not engaged with AI technologies, thus reflecting a spectrum of inter-
action levels with AI in the context of translation.

[Translation teacher 1]
I have not used generative AI for the purpose of translation. 
I depend on DeepL Translator and corpus dictionaries, such as 
Glosbe. Generative AI can make things up as far as I understand, 
and this freedom to create is questionable when dealing with the 
need to be precise. I am not sure about the quality of generative AI 
translation so it is hard for me to judge. I have not used generative 
AI and do not plan to use it, unless DeepL Translator is also genera-
tive AI in some sense, then I view it rather positively.

[Translator 5]
I have not yet used Chat GPT (and similar tools) in a translation. 
In the end, is it not the case that we will always need a person who 
is able to say that what the machine has produced is nonsense? 
This is especially so if we conceive of language as an endlessly 
recombinable system. For example, in my use of DeepL there 
are occasions on which it has produced risible and/ or inaccurate 
sentences. I often have to translate Polish from earlier centuries in 
texts with highly specialised vocabularies. Here again, machines 
produce highly unsatisfactory results.

Some respondents, such as Translator 6, simply do not like AI and 
express a distinct dislike for using it in translation. Translator 6 finds AI 
unappealing, stating a personal preference for translating independently. 
Additionally, concerns were raised about the potential negative impact 
on the translation industry, positing that AI could lead to its decline.

[Translator 6]
I find AI unappealing since I get a kick out of doing my own 
text generation. It will also destroy large parts of the translation 
industry, if this is defined as the translators. For the customer, the 
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result is likely to be an improvement in average price- for- quality. 
Like it or not, there’s no doubt AI is the future and every new trans-
lator needs to know it inside out.

However, this translator also acknowledges that for customers, AI 
might lead to improvements in the price- quality ratio of translation 
services. Despite personal reservations, Translator 6 concedes that AI 
is undeniably the future of the field, emphasising the necessity for new 
translators to become thoroughly familiar with it.

Some respondents exhibit very positive inclinations towards the 
use of AI in translation, particularly emphasising the potential benefits 
when these technologies are integrated thoughtfully into practice 
and education. Translation Teacher 2 exemplifies this viewpoint, 
arguing that AI tools, especially GenAI, are indispensable in modern 
translation.

[Translation teacher 2]
AI tools in general and generative AI in particular are realities that 
simply cannot be ignored. Used properly and judiciously, they con-
stitute perhaps the most valuable tools translators have ever had 
at their disposal. They simply must be adequately included as a 
key component in translator education and thus form an essential 
element in the repertoire of translator educators, who need detailed 
knowledge and hand- on experience of how the systems work and 
where their strengths and weaknesses lie.

Voices such as that of Translation Teacher 2 advocate for the thorough 
integration of AI as an essential tool in translator training, emphasising 
that such technologies are among the most valuable resources cur-
rently available to translators.

Another noticeable trend identified in the survey is that certain 
respondents adopt a passive approach towards AI in translation, 
choosing neither to actively oppose nor to advocate for the tech-
nology, but rather to remain unengaged.

[Translation teacher 4]
Paracelsus, a German- Swiss physician and alchemist, once said, 
“All things are poison, and nothing is without poison; the dosage 
alone makes it so a thing is not a poison.” It can equally apply to 
the use of AI in translation. To be aware of its drawbacks as well as 
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to learn how to employ it properly is the challenge for both trans-
lation teachers and professionals of the field. However, we can’t 
underestimate its potential.

[Translator 8]
AI and certain poisons have similar effects. Both can help in 
small doses.

This group recognises the inevitability of AI’s integration into their 
professional sphere and opts for a pragmatic, if passive, acknowledge-
ment of its presence. They seem to advocate for a balanced perspec-
tive, suggesting that while AI introduces new challenges, it also offers 
undeniable efficiencies and capabilities. This approach reflects the 
belief that, similar to any powerful tool, the effectiveness of its use 
depends not on its inherent qualities but on how it is handled.

Finally, the last discernible viewpoint from the survey reveals that 
some respondents display a slightly more reflective stance, accepting 
the use of AI in translation yet remaining visibly cautious about its 
implications. This viewpoint acknowledges the potential benefits 
of AI but is also acutely aware of and recognises the serious risks 
inherent in its use.

[Translator 7]
Do you remember the scene in the film “Blade Runner” when 
Deckard applies the Voight- Kampff test to Rachel because Tyrell 
asks him to? Well, i do remember it and as a translator it comes to 
my mind every day when I have to edit pretranslated or machine- 
translated jobs … Because we translator are becoming mere readers 
now. So often it’s perfect, but most of the material is “false”, “arti-
ficial”, it lacks “flow”, the natural way of humans speaking … For 
now it’s OK, i am still capable of amend it because i have a lin-
guistic background, but my “fear” is that in the near future this 
strange language will impose and nobody, no Deckard, no test, will 
detect it and nobody will care at all … But that will be for every-
thing, nobody will read el Quijote, etc. Thank you very much, great 
initiative!

[Translation teacher 3]
In general, if used reasonably, AI might facilitate translation. 
However, it might result in overreliance on AI and, consequently, 
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decreased translation quality. As a supervisor and a reviewer, I have 
already seen some diploma theses of students who wanted to facili-
tate the writing process by writing in Polish or Ukrainian (given the 
students’ native languages) and translating the texts into English, 
using Google Translate. The results were sometimes embarrassing, 
for example, as a reviewer, I saw “drowning people” instead of 
“Utopians”, or “Lovecraftovsky” (seemingly a family name, 
even though it was supposed to be an adjective) in a BA thesis on 
Lovecraft, and the students had not even taken the trouble to read 
the results of machine translation and correct such evident errors. 
Similarly, there are websites whose foreign language versions 
have been created by translation software, for example, a tourism 
website translates “kultura kociewska” as “Kittian culture”. Thus, 
I am afraid that overreliance on AI might aggravate such problems 
and make them more widespread. Of course, students should be 
taught about translation software, but they should also be taught 
to approach it with caution, for example, when to use it and when 
not to use it.

Translator 7 is reflecting on how translators are increasingly becoming 
validators of machine output rather than creators of translations, which 
shows a cautious acceptance, tempered by concerns about losing the 
natural flow of human language. Indeed, the advent of MT has already 
distorted the translator’s role to some extent and the further advance-
ment of AI technologies threatens to push this transformation further. 
The traditional image of the translator as an active mediator is increas-
ingly giving way to the role of a post- editor or a linguist specialising 
in substantive and stylistic text correction. As AI takes over more of 
the routine translation tasks, translators find themselves primarily 
refining and correcting machine- generated texts, rather than crafting 
translations from the ground up.

Similarly, Translation Teacher 3 acknowledges the potential for AI 
to aid in translation but warns against overreliance that could lead 
to poor quality and misunderstandings. This cautious stance stems 
from a concern that, as AI becomes more prevalent in translation, the 
deeper, human aspects of language could be lost, leading to a detach-
ment from traditional literary works and the very essence of human 
expression. This caution reflects a profound consideration for the 
long- term implications of AI on linguistic integrity and cultural heri-
tage. Both perspectives underscore a balanced approach, recognising 
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the benefits of AI while advocating for vigilance to maintain quality 
and authenticity in translation.

The perspectives shared by the respondents provide a rich basis for 
future considerations and actions to be taken by translation educators. 
Given the range of opinions, from outright rejection to cautious 
acceptance, it is clear that GenAI needs to be integrated into trans-
lator education in a balanced manner that respects and addresses the 
varied concerns of professionals in the field. Future efforts could 
focus on developing guidelines that outline best practices for using 
GenAI in translator training, ensuring that these tools are used to com-
plement rather than replace human skills. Many respondents express 
concerns about GenAI’s quality and ethical implications, such as 
privacy issues and the potential for producing culturally insensitive 
or incorrect translations. Future studies and training programs could 
aim to establish ethical guidelines and quality assurance protocols that 
ensure GenAI tools adhere to the high standards expected in profes-
sional translation. What is more, students, professional translators and 
their clients should be educated about state- of- the- art GenAI tools 
and the level of privacy they offer, which could mitigate potential 
misunderstandings and debunk some false beliefs.

With strong support among translation teachers for incorporating 
GenAI into education, there is an opportunity to develop curricula that 
not only teach how to effectively employ these tools in everyday work 
but also critically assess their outputs. This includes training on AI’s 
current limitations, fostering skills to evaluate and refine AI- generated 
translations, as well as monitoring and adapting to AI’s progress. This 
leads to another issue –  mitigating the digital divide. The comments 
provided by the respondents show a discrepancy among translators in 
terms of their exposure to and comfort with AI tools. It is critical for 
translation teachers to offer training to those less familiar with GenAI 
technologies, assuring that those willing to adapt are not left behind as 
the industry evolves.

Finally, the concerns about GenAI’s long- term impacts on the 
translation profession require a public debate. Given AI’s extensive 
application across virtually all sectors of the economy, its pervasive 
presence is a concern that must be openly and decisively addressed. 
Such debates could foster a more constructive dialogue about the future 
of AI in translation, helping to clarify misconceptions and allowing 
to address the challenges and concerns seen by professionals. In the 
authors’ view, these debates should finally progress beyond simply 
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recognising the necessity to discuss AI usage and actively engage in 
addressing specific issues, integrating these concerns into a deliberate 
approach.

Notes

 1 The authors gratefully acknowledge the support of an expert statisti-
cian, Professor Justyna Wiktorowicz from the Department of Social and 
Economic Statistics at the University of Łódź, Poland.

 2 Please note that during the survey, the term TMS was used instead of CAT 
tools for clarity purposes. This is because TMS encompasses a wider range 
of tools, including regular CAT tools. As the most prominent tools in the 
market are both TMS and CAT tools at the same time, the Authors opted for 
a more generalised reference to ensure clarity.
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5  Implications for translator 
training

5.1 To teach or not to teach?

The integration of AI tools into translator education is increas-
ingly gaining attention in the field of translation studies, especially 
concerning its role in translator training programs. As AI- driven 
translation technologies become more sophisticated, the question 
arises whether AI should be a fundamental component of translator 
training, or whether its incorporation risks undermining the develop-
ment of human translation skills. The following section explores the 
arguments for and against teaching AI in translator training, assessing 
its applicability and the extent to which it can be used in education, 
acknowledging its potential effects on the future of the translation 
profession.

As observed in the findings of the study (Sections 4.3– 4.4), trans-
lator teachers and professional translators acknowledge the impera-
tive for students to develop independent translation skills, free from 
reliance on technological assistance. However, the practicality of 
integrating AI technologies in education is difficult to ignore, given 
the demands imposed by market realities. The dynamic nature of 
the language industry presents both challenges and opportunities 
for professionals in the field. As observed by Shreve (2019), the 
rapid evolution of job requirements and the continuous emergence 
of new technologies mean that job descriptions often serve merely 
as a preliminary guide for understanding employer needs. This flu-
idity necessitates a curriculum that is not only responsive to current 
industry standards but also anticipates future trends and technologies.

As observed by Zhu (2023: online), “with its increasing applica-
tion in all sectors of life, the use of artificial intelligence or machine 
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translation is on its way to becoming mainstream in the translation 
industry”. Considering the prevalence of technology in professional 
and academic settings, integrating AI tools into education prepares 
students for future challenges where such tools are commonplace 
(Hayes, 2023). While addressing concerns about authorship, pla-
giarism (Barnett, 2023; Longoni et al., 2023) or overreliance is cru -
cial (Amato & Schoettle, 2023), a thoughtful integration of AI can be 
a pragmatic approach to equip students for the demands of modern 
reality. Consequently, integrating AI technologies in translator 
training becomes essential, offering a forward- looking approach that 
prepares students for the complexities of the translation profession. In 
doing so, educational institutions can foster a generation of translators 
who are not only adept at navigating current technologies but are also 
capable of adapting to and adopting future innovations, ensuring their 
relevance and competitiveness in the ever- evolving language services 
industry.

The introduction of AI into the classroom signifies a recog-
nition that learners will inevitably utilise it for various purposes, 
including mundane tasks such as composing home assignments or 
completing final projects. Expecting students to refrain from using 
AI tools for writing or translating may indeed be unrealistic, with 
arguments in favour of this perspective highlighting benefits such as 
increased efficiency, improved learning outcomes and better prepar-
ation for real- world scenarios. Efficiency stands out as a significant 
benefit, with AI tools facilitating the writing process and enabling 
students to focus on content development. Moreover, the use of 
AI encourages engagement with advanced language suggestions, 
fostering improved language skills and writing proficiency (Zhang 
et al., 2023).

Advocates for incorporating AI into translator training highlight its 
potential to equip future translators with skills necessary for success in 
a technology- driven market, enhancing productivity and offering new 
services like post- editing (O’Brien, 2007; Guerberof Arenas, 2013; 
Guerberof- Arenas & Moorkens, 2023). As observed by Bowles and 
Kruger (2023: 75), “to be able to fulfil students’ expectation of better 
prospects in the job market, educators will need to ensure students 
are equipped to use generative AI, rather than insulate them from 
it”. Integrating AI tools into translation education can help future 
translators remain competitive and responsive to market demands.
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However, a heavy reliance on technology in translator training 
might put academic integrity at risk and potentially compromise the 
development of essential translation skills, such as bridging cultural 
gaps in a creative and idiomatic way, which AI has yet to replicate. In 
addition to concerns about overreliance on AI systems in translator 
training environments, ethical issues associated with AI –  such as job 
security and the perpetuation of biases –  indicate the necessity for a 
comprehensive training approach that includes ethical considerations 
alongside technological proficiency (Hayes, 2023). A balanced cur-
riculum that combines AI tool instruction with a strong foundation 
in linguistic, cultural and ethical knowledge presents a viable solu-
tion. Such an approach enables translators to retain the critical human 
touch necessary for quality translation and still remain deeply aware 
of the societal impacts of AI systems. This nuanced strategy ensures 
that the translation profession advances without sacrificing its essen-
tial human essence, preparing translators to navigate the complexities 
of their field effectively.

Translation as a practice is deeply embedded within environmental 
elements, extending far beyond the mere cognitive process of trans-
lating between languages. That is why the current trend in translator 
education has been towards real- world authentic and experiential 
learning (Kolb, 1984; González Davies, 2004; Klimowski, 2015; 
Kiraly, 2016). The approach presented here addresses the challenge 
of enhancing graduates’ employability by ensuring they have genuine 
experience with the technologies they will encounter in their careers. 
AI technologies have fundamentally altered not only translation 
workflows but also the educational environments dedicated to training 
future translators. As technology continually evolves, translators and 
interpreters must adapt and develop new skills to remain competi-
tive and proficient in their profession. These changes necessitate a 
reevaluation of traditional pedagogical approaches to accommodate 
the evolving landscape.

Educational institutions dedicated to translator training must 
remain vigilant regarding technological advancements, ensuring 
students gain firsthand experience with the industry’s tools and meth-
odologies. Achieving this requires not only the integration of AI 
technologies into translation classrooms and other translation envir-
onments but also extending beyond courses focused solely on tech-
nology. Moreover, students should be encouraged to engage with 
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these technologies to hone their information literacy and evaluate the 
opportunities and challenges.

However, in today’s translator training, the emphasis on techno-
logical competence alone is insufficient and should not dom-
inate the educational discourse. Angelone (2023) advocates for 
a stronger focus on adaptive expertise in translation and trans-
lator training to enable optimal performance in today’s language 
industry. The significance of self- development and continuous 
self- directed learning (Knowles, 1975; Zimmerman et al., 1992) 
reinforces the notion of translator education as an ongoing process. 
Prioritising the development of adaptable competencies alongside 
technological proficiency appears essential for ensuring that future 
translators are well- prepared to thrive in contemporary transla-
tion services. The engagement of translation students in their own 
learning process facilitates sustained involvement in their profes-
sional development.

5.2 What’s in it for translation students?

Given the abovementioned demands and expectations within the trans-
lation industry, the importance of integrating AI technology into trans-
lator training programs has been increasingly recognised. Prior to the 
advent of artificial intelligence, numerous strategies were proposed 
to approach translation technologies in the translation curriculum 
(e.g. Marshman and Bowker, 2012; Kenny & Doherty, 2014; Pym, 
2014; Gaspari et al., 2015; Mellinger, 2017, 2018). Approaches to 
familiarising students with digital resources are not limited to techno-
logical tools but include empowering students and equipping them not 
just with the knowledge of using MT, but also with the skills to crit-
ically evaluate and effectively integrate these technologies into their 
work (Moorkens, 2018), thereby enhancing their translation compe-
tencies and marketability.

Similarly, incorporating AI technologies into translator training –  
apparently a necessity given the industry’s increasing reliance on 
technology –  requires a comprehensive approach that balances tech-
nical proficiency with ethical and practical considerations. The intro-
duction of AI in translator education cannot be limited to teaching 
students how to use new tools. Instead, it necessitates a comprehen-
sive curriculum that addresses the ethical, practical and technical 
aspects of AI in translation. If executed effectively, this approach can 
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potentially offer significant benefits to students, making it a valuable 
and productive investment of time.

Introducing AI into translator training programs brings 
advantages, especially in terms of automating tasks (Amato & 
Schoettle, 2023: 19), language quality and accuracy improvements. 
AI- powered proofreading and editing tools represent a leap for-
ward in assisting students to refine their translations. These tools 
go beyond simple grammar checks; they analyse the text for style, 
clarity and fluency, ensuring that translations not only are gram-
matically correct but also read naturally in the target language. 
Additionally, AI can play a crucial role in enhancing consistency 
across translations. It helps maintain uniformity in terminology 
and stylistic choices, a critical aspect often challenging for humans 
to keep track of, especially in large projects (see Section 1.1.4 for 
more information). This consistency is vital in professional trans-
lation settings, such as legal or technical documents, where precise 
terminology is crucial.

The educational process can benefit greatly from automated trans-
lation evaluation tools, offering both teachers and students immediate 
insights into the quality of translations. AI- based tools can objectively 
assess translations against a set of criteria, providing detailed feed-
back that helps pinpoint areas of strength and weakness. This instant 
feedback mechanism allows students to make immediate adjustments, 
fostering a more dynamic and responsive learning environment. The 
ability to instantly see where improvements are needed can accelerate 
the learning process, making it both efficient and effective. Moreover, 
using AI- driven analysis of specific language pairs in translator 
training can open up new learning opportunities thanks to enabling 
quick identification and clarification of the linguistic challenges of 
communication in a particular pair of working languages. AI’s cap-
ability to recognise patterns in errors can direct attention to common 
pitfalls, enabling targeted practice and instruction. This insight may 
be invaluable in discussions and practices aimed at developing strat-
egies to overcome specific obstacles, ultimately improving translation 
accuracy.

As observed by Massey & Ehrensberger- Dow (2017: 307– 308),

students should be encouraged to develop the metacognitive cap-
acity to reflect on the deployment of language technologies, by 
learning about the capabilities and limitations of the machines 
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and tools with which they are and will be working. To mitigate 
the constraints and the physical and cognitive ergonomic risks 
presented by their TM systems and CAT tools, they should receive 
early and repeated training in ergonomics and in customising and 
adapting the technology to meet their own needs –  and not the other 
way around.

The authors highlight the essential role of metacognitive develop-
ment in translator education, emphasising the need for students to 
critically engage with the language technologies they utilise (see 
Section 5.4).

The integration of technology in the translation process 
necessitates a proactive and informed approach from the educa-
tional sector. Translator educators hold the crucial responsibility 
of designing programs that not only impart technical proficiency 
to students but also cultivate the personal resources and metacog-
nitive skills essential for a competent use translation technologies. 
But still, this integration is a necessity. As observed by Bowles and 
Kruger (2023: 76), technology democratises education by making it 
accessible outside of universities, so higher education must retain 
its competitive advantages over self- teaching with technology. What 
is invaluable here is the human connection that occurs between 
educators and students and among students themselves when they 
cooperate, but also the “formation of potentially lifelong profes-
sional, and social, networks for students” and the “guarantee to 
employers and others of knowledge, skills, and abilities that a degree 
confers” (ibid.).

By fostering an environment that encourages exploration, cus-
tomisation and reflection, translator educators can prepare aspiring 
translators to use and control technology effectively, thereby enhancing 
their productivity and job satisfaction. Prioritising ergonomic training 
(Ehrensberger- Dow & Massey, 2014; Massey & Ehrensberger- Dow, 
2017) and metacognitive skills (Haro- Soler, 2018, 2019; Haro- Soler 
& Kiraly, 2019; Pietrzak, 2022) within translation programs can culti -
vate a new generation of translators who are not only technologically 
savvy but also critically engaged with their work environment. This 
approach will ensure that young translators are well- equipped to meet 
the challenges of the digital age, marking a significant step forward in 
the evolution of the translation profession.
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5.3 Suggested ways of introducing AI- assisted translation 
practice

Given all the efficiency gains offered by AI technologies and the 
demands of the modern translation market, embracing the newest 
technologies in translation education seems obligatory in order to 
prepare students comprehensively and ethically for contemporary 
translation practice. Below, the authors present some exemplary 
ways in which AI technologies can be integrated into translation 
courses. The section aims to provide training practices, such as prac-
tical exercises and training practices that incorporate AI tools for 
pedagogical purposes.

5.3.1 Exercises in AI- assisted translation

Trainee translators can develop their technical skills and digital resili-
ence by engaging in the use of AI for translation to critically analyse 
the output and perform post- editing tasks. Such exercises are intended 
to enhance students’ technical proficiency, post- editing skills, critical 
thinking and the awareness of AI limitations.

Exercise description:

AI- assisted translation exercise

1 Translation assignment: students use AI technology for initial 
translation.

2 Evaluation: students assess the quality with a focus on specific 
interest area.

3 Follow- up: post- editing, refining and improving.
4 Discussion: exploring AI tool challenges.

In this exemplary exercise, students can be provided with a source 
text for translation and asked to evaluate an AI- generated target text. 
To provide a more focused approach, the analysis can be guided to 
concentrate on specific areas of interest relevant to the given training 
objectives. For instance, key areas of focus for this training exercise 
could include the following aspects that may require attention in such 
a training practice:
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 • identifying inaccuracies;
 • assessing cultural appropriateness;
 • evaluating consistency in terminology and style;
 • identifying nuances and subtleties lost in translation;
 • analysing the effectiveness of tone and register for the target 

audience;
 • checking for completeness, ensuring no content has been omitted;
 • examining grammar, punctuation and spelling for language 

accuracy;
 • reviewing the translation for readability and natural flow in the 

target language;
 • detecting calques, direct translations and overreliance on source 

language structures;
 • evaluating the handling of specific terms (e.g. colloquialisms, 

gender- specific nouns, idiomatic expressions, technical jargon, 
regional dialects, euphemisms, cultural references etc.).

Next, students can be asked to meticulously refine the translations 
through deliberate, thoughtful, manual intervention. Following this, a 
class discussion can be conducted to explore the challenges associated 
with using the chosen AI tool.

5.3.2 AI tools for terminology management

AI tools offer sophisticated solutions for terminology management –  
the process of systematically collecting, managing and updating terms 
stored in a specialised database to maintain quality and consistency, 
especially in specialised translation. AI- powered terminology man-
agement can automate the identification, extraction and application 
of terms across texts. Exploring the functionalities, benefits and 
limitations of these tools can help trainee translators evaluate their 
effectiveness, choose the most suitable tools and apply them to trans-
lation projects.

Exercise description:

AI- assisted terminology management

1 Terminology extraction: students use AI- powered tools to extract 
terminology from a given text (or batch of texts) on a given 
specialised topic.
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2 Termbase: students use AI- powered tools to organise extracted 
terms into a termbase, which can later be used standalone or 
through CAT tools.

3 Consistency check: students apply the termbase to identify and 
correct terminological inconsistencies in the target text.

4 Discussion: exploring challenges related to AI- powered tools.

In this scenario, students use selected AI tools to identify and 
extract key terms and phrases in the given set of documents on a 
specialised topic. This process involves setting up the tool (if it is 
a standalone program), choosing the right parameters for extrac-
tion (such as frequency of occurrence, relevance to the topic, etc.), 
designing a proper prompt for the AI and running the extraction 
process. Next, students use AI tools to categorise and organise 
those terms into a termbase, adding relevant information such as 
definitions, context, source language, target language equivalents, 
and any notes on usage, similarly to the process of creating 
termbases for CAT tools. In fact, a secondary goal of the activity 
can be to create a termbase that could be integrated with CAT tools 
or used as a standalone reference. Finally, when students use the 
termbase and AI- powered tool within a new or existing translation 
project to identify and correct any terminological inconsistencies, 
they compare the project’s terminology with that of the termbase 
and make necessary adjustments.

Key areas of focus for this training exercise include several aspects 
that will enable students to better understand AI’s role in enhancing 
terminological consistency and overall translation quality:

 • evaluating the precision with which AI tools identify and extract 
key terms and phrases relevant to the specialised topic;

 • ensuring that the extracted terms cover all necessary aspects of the 
subject area;

 • analysing how effectively students can set up the AI tools, including 
designing effective AI prompts;

 • assessing how well the terms are categorised and organised within 
the termbase, including the adequacy of definitions, context, source 
and target language equivalents and notes on usage (if applicable);

 • evaluating the ease with which the created termbase can be 
integrated with CAT tools or used as a standalone reference, as well 
as how this integration impacts the translation workflow;
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 • assessing the effectiveness of using the termbase and AI- powered 
tools for the identification and correction of terminological incon-
sistencies within translation projects;

 • evaluating how well the AI tools and termbase handle specialised 
terms (e.g. technical jargon, industry- specific language and any 
other terms that require precise understanding and usage).

Once all the steps have been completed, it is worth asking students 
to reflect on the activity and share their experiences, challenges faced 
(such as inaccuracies in term extraction, difficulties in termbase man-
agement, etc.) and the overall effectiveness of AI tools in maintaining 
terminological consistency, so that they can improve their collective 
understanding of the process.

5.3.3 AI- assisted quality assessment

The exercise outlined below is designed to develop practical skills in 
terms of AI- assisted quality assessment. It is intended to familiarise 
them with processes such as AI- assisted review, analysis and revision, 
which can not only help sharpen their skills but also show them a 
critical perspective on the role of technology in shaping the future of 
translation.

Exercise description:

AI- assisted quality assessment

1 Translation: students translate a short text in groups without the 
aid of AI tools initially, relying solely on their own expertise.

2 AI- assisted review: each group inputs their translated text into the 
AI tool to receive feedback on quality, consistency, error detection 
and suggested corrections.

3 Analysis: students analyse the AI- generated feedback and compare 
it with their own translations; they identify errors, inconsistencies 
and issues not evident to human translators at first glance.

4 Revision: students revise their translations based on the AI feed-
back, focusing on critical evaluation of AI suggestions.

5 Follow- up: each group presents their original and revised 
translations, discussing how AI- assisted quality assessment 
influenced their revisions and what they learned from the process.
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6 Discussion: students engage in the discussion on the benefits and 
limitations of AI- assisted quality assessment.

In this scenario, students learn about AI- assisted quality assessment, 
exploring the usability, functionality and significance of these tools 
in the translation industry. The teacher introduces a specific AI tool 
(e.g., an online platform that offers machine translation and quality 
assessment features) that will be used for the exercise, detailing its 
features and how it can help in identifying and correcting translation 
errors.

The first task for students is group work on a short text which is 
to be translated without the aid of AI. Then they are to run AI- based 
evaluation of the quality of their translations, receiving feedback 
on quality, consistency, error detection and suggested corrections. 
Finally, they are to analyse the AI- generated feedback, comparing it 
with their own translations. A discussion on the identified errors or 
inconsistencies follows, highlighting issues that may not be evident to 
human translators initially. The discussion can focus on some of the 
key aspects of AI- assisted quality assessment in translation:

 • automatic detection of errors (e.g. grammatical, syntactic, spelling);
 • consistency checks across the translated document (e.g. uniformity 

of terms and style);
 • contextual analysis for semantic accuracy (e.g. intended meaning, 

cultural nuances);
 • areas that may require human intervention during the stage of 

post- editing;
 • identification of areas for student improvement.

In this training exercise, students gain hands- on experience with AI- 
assisted quality assessment tools in translation, learning to critically 
evaluate AI- generated feedback to improve translation quality and 
understanding strengths and limitations of AI in this area.

5.3.4 AI- generated feedback

In this scenario, students are introduced to AI- generated translation 
feedback and shown how it can be obtained and used in their own 
translation workflow. Trainee translators can use AI- generated transla-
tion feedback not only to enhance the translation workflow by gaining 
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real- time insights, suggestions and corrections, but also to develop 
critical evaluation skills with respect to AI- generated suggestions and 
learn to make conscious decisions when improving translation quality.

Exercise description:

AI- generated feedback

 1 Translation: students translate a short text without the aid of AI 
tools initially, relying solely on their own expertise.

 2 AI- generated feedback: students use AI tool to generate feed-
back for their translation based on pre- set conditions.

 3 Revision: students use the feedback to revise their translations, 
focusing on improving the identified weak points.

 4 Critical evaluation: students review the AI- generated feed-
back, discussing its relevance and accuracy in the context of 
their translations.

 5 Reflections: students share their experiences working with AI- 
generated feedback.

To enhance effectiveness, the feedback can be customised to align 
with the specific needs of students, ensuring it is delivered in a format 
that best supports their learning. This customisation might consider 
various factors including the extent of the students’ specialised back-
ground knowledge, the desired level of detail in the feedback, the 
degree of descriptiveness or the focus on providing only a concise list 
of errors alongside recommended revisions.

In addition to customisation, students can use an AI tool to generate 
targeted feedback for their translation based on pre- defined criteria 
that align with the intended purpose or the areas of focus designated 
by the teacher. It is important to establish clear criteria that correspond 
with educational goals and address specific areas for improvement. 
Here are some example criteria that teachers might establish for AI- 
assisted feedback practice, focusing on specific aspects of the target 
text being revised by the AI:

 • grammar –  check for grammatical correctness and review sen-
tence structure for clarity;

 • style, tone and register –  match the original style and tone, adjust 
the formality as necessary, change the register and adjust it to a 
particular type of audience, etc.;
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 • lexical resource –  check for appropriateness of word choice and 
use of specialised terms relevant to the subject matter, suggest 
synonyms to enrich language and evaluate vocabulary for diver-
sity, lexical appropriateness, idiomaticity etc.;

 • accuracy –  check for fidelity to the source text, verify the accuracy 
of facts and figures, monitor for any instances of ambiguity, unclear 
expressions, mistranslations, omissions, additions, etc.;

 • cultural appropriateness –  identify any cultural inaccuracies and 
adjust the text to the specific target audience that may be unfamiliar 
with the source language culture;

 • coherence and cohesion –  analyse the logical flow, structure, use 
of appropriate cohesive devices etc.;

 • skopos alignment –  verify if the translation serves its intended pur-
pose, e.g. informative, persuasive, descriptive etc.;

 • consistency –  check for consistent use of terminology and style 
throughout the translation, e.g. maintain a formal tone, use 
legal terms throughout, medical language aimed at non- expert 
patients etc.;

 • further AI assistance –  provide suggestions for areas that require 
improvement; suggest self- study ideas, explain the rules of a par-
ticular grammatical issue or punctuation rules in the target language.

Setting such criteria can help AI provide precise, constructive and 
individualised feedback, focused on the student’s specific needs, 
thereby –  ideally –  facilitating improvement in translation skills.

5.3.5 Ethical code of conduct in AI use

The use of GenAI tools can be seen as a breach of confidentiality, 
especially when the bias around the legality of some of the GPTs’ 
training data is taken into account (see Plant et al., 2022; Ray, 2023; 
Wang et al., 2024). Therefore, trainee translators must understand the 
ethical code of conduct for using AI in translation, as they will often 
work with textual data owned by others and subject to confidentiality 
agreements.

The purpose of this exercise is to develop deep understanding of 
the ethical challenges and considerations in students when applying 
GenAI to their translation projects. They can learn to apply ethical 
standards to real- world scenarios, enhancing their decision- making 
skills in professional settings.
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Exercise description:

Ethical code of conduct in AI use

1 Theoretical introduction: the teacher starts with addressing 
key topics such as data privacy, intellectual property, bias in AI 
tools and the accountability of AI- assisted outputs.

2 Case study analysis: students work in groups on different 
case studies which present ethical dilemmas in AI- assisted 
translation.

3 Developing standards: students examine the ethical issues 
presented in their case studies, discussing potential solutions 
and developing guidelines.

4 Presentation and discussion: students present developed 
guidelines to the class, discuss ethical dilemmas and analyse the 
consequences of different actions.

In this training exercise, students can be provided with ethical 
guidelines from translation companies or AI organisations to review 
in order to better understand the standards for ethical conduct in AI- 
assisted translation. It is important to try and develop guidelines that 
reflect industry standards, but are also tailored to the specific ethical 
challenges encountered in the respective case studies. When students 
work on case studies that present specific ethical dilemmas, the focus 
areas may encompass examples such as:

 • confidentiality breaches (sensitive documents where disclosure 
could have severe consequences);

 • intellectual property (proper permissions and attributions for 
copyrighted material);

 • cultural sensitivity (cultural appropriation and respecting source 
cultures in translations);

 • AI bias (addressing biases in AI tools that may affect interpretation);
 • accuracy (precise translation versus adaptation).

In the final stage of the exercise, groups present their case studies, 
ethical dilemmas and proposed guidelines to the rest of their peers. 
Each presentation can be followed by a discussion session, where 
other students have the opportunity to question, challenge and suggest 
improvements to the proposed solutions.
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5.4 Fostering personal resources in translator training

The integration of AI technologies in translator training goes beyond 
technical skills acquisition (see Sections 3.2 and 5.1). It necessitates 
nurturing students’ personal resources to ensure they not only become 
proficient in using AI tools but also develop the metacognitive capacity 
required to stay resilient in the dynamic field of translation. Fostering 
their metacognitive capabilities can contribute to empowering trans-
lation students to meet the demands of the digital age with confidence 
and adaptability. The following training practices aim at promoting 
a proactive approach to skill development, emphasising the cultiva-
tion of key personal resources. It suggests strategies for translators to 
enhance their metacognitive translator competence which is invalu-
able in complementing AI tools. By suggesting such an approach, 
the authors hope to contribute to transforming apprehension into 
empowerment, enabling future translators to control AI advancements 
for their professional growth and success in the field.

5.4.1  Self- reflection: what am I missing?

Metacognitive translator competence can be fostered through the 
implementation of reflective methodologies within translator training 
programs. Reflection is identified as a fundamental mechanism 
driving learner transformation (Miller, 1996; Mezirow, 1981), as 
demonstrated in practices such as experiential learning (Schön, 1983; 
Mezirow, 1990, 2003). Reflective approaches can be used in trans -
lator training, for instance through situated learning (Gouadec, 2007; 
Kelly, 2005; Kiraly, 2000; Risku, 2010; Way, 2008, 2019), which 
emerges as a pedagogical strategy that emphasises the importance of 
authentic contexts for the training of translators and interpreters. This 
approach posits that learning is most effective when trainees engage 
in roles, collaborate and integrate within real- life or highly simulated 
work environments (González- Davies & Enriquez Raído, 2019: 1). 
Such settings, whether within or beyond the translation classroom, 
are designed to mimic the complexities and dynamics of profes-
sional translation and interpreting tasks, thereby fostering a context- 
dependent acquisition of skills and competencies.

In the context of translator training, reflective approaches neces-
sitate encouraging students to engage in both reflection and self- 
reflection (Kußmaul, 1995; Hansen, 2006; Norberg, 2014; Pietrzak, 
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2019), aiming to enhance their individual autonomy and facilitate 
self- discovery. Through such pedagogical strategies, learners are 
prompted to critically evaluate their own experiences, beliefs and 
practices within the translation process. This critical engagement not 
only fosters a deeper understanding of their own cognitive and meta-
cognitive processes, but also promotes the development of a more 
self- directed approach to learning and professional growth (Knowles, 
1975). By prioritising reflection and subsequent actions, wherein 
learners utilise their resources to convert self- reflection into strategic 
actions (Klimkowski, 2019), translator training programs can equip 
students with the tools necessary for continuous improvement and 
adaptation in the dynamic field of AI- assisted translation.

A reflective training practice can, for instance, involve comparing 
students’ translations with those generated by AI to determine the 
differences between the two outputs. The primary objective of this 
exercise is, however, not to evaluate the translations’ quality and 
effectiveness. Instead, the focus is on reflection and identifying 
what elements may be lacking. In this training practice, students 
are not going to assess the superiority of the AI- enhanced transla-
tion, but the focus here is on determining what they may be missing 
and why.

In this exercise, students are encouraged to engage in self- reflection 
by asking questions such as in the following example.

Self- reflective gap analysis

Exercise description:

1 Identifying gaps

What am I missing?
What particular aspects have I been overlooking?
What specific concepts am I not fully understanding or applying 

effectively?

2 Recognising weaknesses

What are my shortcomings?
Where precisely do my weaknesses lie?
What are the specific limitations in my skills, behaviours or 

thought processes?
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3 Focusing on improvements

What do I need to improve?
What specific areas require my attention?
What actionable steps can I take to enhance these areas?

Having identified gaps, students move on to a deeper analysis of 
personal weaknesses or limitations in their skills, behaviours or 
thought processes. It is an introspective look at the root causes of these 
gaps and how they manifest in students’ performance.

The insights gained by students through this training practice may 
lead to a greater appreciation for the importance of self- development 
and the enhancement of personal weaknesses. These weaknesses may 
not necessarily stem only from human limitations but also from the 
need to develop certain linguistic skills, practise grammar, improve 
style, fill gaps in cultural knowledge or address transfer- related 
challenges.

The aim of this reflective exercise is not to assert the superiority of 
any external technological aid, but rather to comprehend the additional 
skills that students must develop to function effectively without such 
support when necessary. Identifying what is missing allows students 
to understand the specific areas they need to work on, effectively cre-
ating a plan for future learning activities. This clarity in what needs 
to be improved helps translation students to organise their learning 
process. As a result, having such a plan can make students feel more 
confident because they know what steps they need to take to develop 
their translator competence.

This approach not only fosters a more focused and reflective 
learning experience but also aligns with the principles of lifelong 
learning. In this context, lifelong learning entails not only staying 
abreast of the latest developments in translation technologies, but also 
ongoing self- development to strengthen areas of weakness. This type 
of practice emphasises the importance of continuous learning, where 
students must recognise their shortcomings to create opportunities for 
improvement. It is crucial for students to first identify their deficien-
cies and understand the exact areas requiring improvement tailored 
to their unique needs. Recognising these gaps highlights the need for 
enhancement precisely in the areas where improvement is necessary, 
encouraging students to conceptualise the particular skills and abil-
ities they need to develop.
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5.4.2  Self- efficacy: building digital resilience

In order to support translation students’ confidence in their cap-
acity to master translator competence in AI- driven world, trans-
lator educators may consider creating environments that support the 
growth of self- efficacy. Self- efficacy, as outlined by Bandura (1989, 
1997), is central to human agency, since “among the mechanisms of 
agency, none is more central or pervasive than people’s beliefs about 
their capabilities to exercise control over their level of functioning 
and environmental demands” (Bandura, 1989: 1206). Structured 
learning experiences, such as collaborative projects (see Kiraly, 
2000; González Davies, 2004, 2021), are recognised for boosting 
self- efficacy by offering chances for interaction, step- by- step skill 
advancement and joined construction of students’ metacognitive cap-
acity (Hadwin et al., 2018).

In the context of translator training and the integration of AI tech-
nologies, developing self- efficacy seems essential for students to pro-
ficiently use technological aids and adapt to the continuous changes in 
the field of translation.

This can be achieved through structured learning experiences that 
offer students various interactions with AI technologies in controlled, 
yet challenging settings. Educational strategies to build self- efficacy 
may include providing opportunities for hands- on experience with AI, 
progressively increasing task complexity and offering feedback that 
reinforces students’ confidence in their capabilities.

An example of a training practice which offers such opportunities 
is a simulated translation project aiming to enhance self- efficacy and 
supportive collaboration.

Exercise description:

Resilience- focused simulated translation practice

1 Team formation: small groups for collaboration to foster 
human- led translation.

2 Adaptive text assignment: start simple, increase complexity, 
encouraging critical evaluation over AI- dependency.

3 Critical AI evaluation: hands- on experience, promoting a crit-
ical approach to their outputs, encouraging discernment and 
selective utilisation.
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4 Resilience feedback provision: a constructive and confidence- 
building discussion of areas for human oversight in the transla-
tion task.

5 Peer review: a session to share approaches and foster collabor-
ation where teams discuss their decisions and regulation over 
AI tool.

6 Reflection and self- reflection: consideration of balancing AI 
use with human creativity, identifying areas of human control.

In this exercise, students are divided into small teams and given a real- 
world text to translate using AI translation tools. Initially, the texts 
are relatively simple, allowing students to gain familiarity with the AI 
technology in a low- pressure environment. As the exercise progresses, 
the complexity of the texts increases, challenging students to apply 
more sophisticated translation strategies and to critically evaluate the 
AI’s output.

Throughout the project, teachers provide constructive feedback, 
highlighting both strengths and areas for improvement. This feed-
back is tailored to reinforce students’ confidence in their abilities 
and to encourage a reflective approach to their work. Additionally, 
peer review sessions are incorporated, where teams present their 
translations and discuss the decision- making process behind their 
work. These sessions not only provide further opportunities for feed-
back but also promote collaboration and the sharing of insights among 
students, thereby fostering a sense of a supportive learning community.

Primarily, such a training practice highlights the enduring import-
ance and strength of human intellect and collaboration in the trans-
lation process. Its aim is to underscore the importance of resilience 
in retaining translation capabilities rather than relinquishing them to 
machines. Working together may be uplifting and serve as a reminder 
that while AI tools are valuable aids, the essence of translation remains 
a distinctly human endeavour and technological advancements do not 
diminish the significance of human expertise and resilience in the field 
of translation.

5.4.3  Self- concept: reducing technological anxiety

This section outlines a potential training practice intended to enhance 
self- concept while alleviating technological anxieties that stem from 
integrating AI into translation and translator training. It aims to 
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engage both translation students and translator educators, recognising 
the importance of a collaborative approach in facing the challenges 
presented by AI technologies in translation. Involving both groups is 
aimed at fostering an environment where concerns can be addressed 
openly, skills can be developed confidently and the transition to incorp-
orating AI tools can be managed effectively. This ensures a better inte-
gration into the educational context of translation, underscoring the 
role of mentorship and personal interaction in addressing the evolving 
professional demands of translation (see Felten & Lambert, 2020; 
Bowles & Kruger, 2023).

Based on the intricate nature of the translator’s self- concept 
(see Section 3.6), an exercise for fostering this aspect of translation 
students’ metacognitive development can be based on a reflective 
practice designed to deepen their understanding of their professional 
identity, competencies and the dynamic interplay between their self- 
concept and translation practices, especially in the context of AI- 
assisted translations and hybrid workflows.

Exercise description:

The translator’s self- reflection journal

1 Materials preparation: journal or digital document for 
recording reflection.

2 Tasks and prompts: a series of prompts based on theoretical 
concepts and practical challenges in translation.

3 Journal setup: each student sets up a personal journal dedicated 
to reflecting on their self- concept as translators.

4 Reflection prompts: teacher’s prompts that guide their 
reflections, covering e.g. personal strengths and areas for 
development, experiences with AI- assisted translation tools, 
including feelings, challenges and insights.

Reflections entered in the journal do not need to be long and detailed; 
such entries do not require extensive elaboration as they are only 
intended to induce students to more readily engage in reflection on 
their tasks, roles and responsibilities in translation practice. The 
teacher’s prompts may serve to boost the process and guide them in 
exploring how their knowledge and experiences shape their transla-
tion practices, additionally identifying implications for future learning 
strategies. Such prompts can for instance be as follows:
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 • How do your skills and knowledge influence this practice?
 • How does your experience affect your performance?
 • How do you use your past experiences?
 • What are your main challenges?
 • What lessons have you learned from these challenges?
 • How does this task shape your approach?
 • What actions will you take to move forward?

This training practice can be followed by group discussions or peer 
feedback sessions where students share insights from their journals. 
Collectively, they can observe how their knowledge and experience 
affect their translation practices and plan ahead for future learning 
strategies. Constructive feedback and joined exploration of shared 
experiences can be encouraged to foster a community of practice, 
enhancing social and constructivist learning.

Assessment criteria are not required for this exercise, as its primary 
goal is to stimulate engagement with reflection on practical challenges. 
The emphasis should not be on evaluating the quality or depth of these 
reflective entries, but rather on their insightfulness and the level of 
engagement they demonstrate. Therefore, what can be assessed or 
verified here is merely the presence of the reflective entries, to ensure 
that students have indeed engaged in the activity. The insightfulness 
of a reflection cannot be quantified by any specific criteria; its signifi-
cance stems from the act of reflection itself.

Such a metacognitive activity requires translation students to 
engage in self- reflection, self- monitoring and self- regulation, which 
can potentially lead to greater adaptability. It can enhance students’ 
capacity to link personal experiences with translation challenges and 
wider industry trends, improving their ability to articulate their needs 
and professional identity. At the very least, it may simplify the pro-
cess for students to establish personal objectives for honing certain 
translation skills, formulate strategies for enhancement and create 
personalised plans for their own professional growth.
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6  Final reflections

The integration of AI into translation education presents a complex 
yet essential challenge, necessitating a balance between maintaining 
academic rigour and ensuring students’ preparedness for the market. 
On the one hand, translator educators –  whether in academia or other 
educational settings –  uphold standards that discourage shortcuts and 
reliance on tools that may foster dependency, hindering long- term 
skill development, but on the other hand, the demands of the transla-
tion market prioritise efficiency. Therefore, ensuring that students are 
adequately prepared for this environment requires them to be familiar 
with relevant tools.

The findings of the study reveal a cautious inclination towards 
incorporating AI into the translation classroom, presenting a notable 
dilemma among professional and academic communities, reflecting 
both the potential risks and undeniable benefits associated with AI 
tools in translation training. The concern that AI tools might encourage 
laziness or impede students’ skill development must be balanced 
against the undeniable need for graduates to be proficient with tech-
nologies that boost productivity in the professional translation field. 
Therefore, it seems imperative for educational institutions to carefully 
balance traditional methodologies with the implementation of AI tech-
nology as a complementary tool, rather than a substitute for founda-
tional learning.

The book advocates for a proactive approach in translator training 
that integrates AI technologies while respecting the unique human 
translator expertise. It emphasises that technological skills can com-
plement, rather than overshadow, other educational priorities, such as 
the enhancement of personal resources and metacognitive skills which 

 

 

http://dx.doi.org/10.4324/9781003521822-7


Final reflections 143

actively engage translation students in their learning process, thereby 
fostering sustained engagement and continuous professional develop-
ment. When thoughtfully implemented, this balanced integration can 
mitigate the risk of dependency on AI and foster an environment that 
enhances students’ digital resilience, thereby preparing them for the 
complex challenges they will encounter in their professional careers.

Such an approach can in fact not only help to maintain academic 
integrity by embracing technological changes as opportunities for 
efficiency and growth, but also ensures that translation students are 
versatile and adept at using new tools, making them competitive in 
the dynamic translation market. Encouraging responsible educational 
practices that align with the demands of continuous learning and 
fostering metacognitive capacities can help translator educators equip 
future translators with the digital resilience essential for thriving in the 
digitised, AI- driven world. Currently on the brink technological trans-
formation, both the profession and education communities have the 
opportunity not merely to react to change but to proactively shape it, 
ensuring that all members of the translation community remain indis-
pensable in an evolving global marketplace.

 



Appendix

Attitudes toward AI in translation: an academic exploration

This anonymous survey aims to gather insights into how translators, 
translator teachers and students approach the question of using gen-
erative AI tools (e.g. ChatGPT) in translation industry.

Your responses will contribute to understanding the 
current trends and challenges faced by translators and trans-
lator teachers in approaching AI tools in translation workflows.   
Please answer the following questions honestly.

1 Please select the option that best describes your current role or 
profession:
 • translator
 • translation teacher
 • translation student

2 Age:
 • 20– 29
 • 30– 39
 • 40– 49
 • 50+ 

3 Please specify what AI- powered tools you use when you translate:
 • Translation Management Systems, e.g. Trados, Phrase, 

MemoQ etc.
 • machine translation, e.g. DeepL, Microsoft Translator, Google 

Translate, Amazon Cloud, etc.
 • generative AI, e.g. ChatGPT, Google Bard, etc.
 • writing assistants and checking tools, e.g. Grammarly, Microsoft 

Editor etc.
 • none of the above
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4 How beneficial do you find generative AI (e.g. ChatGPT) for 
translation?
 • extremely beneficial
 • somewhat beneficial
 • neutral/ unsure
 • not very beneficial
 • not beneficial at all

5 What impact might generative AI have on the translation market?
 • strongly negative (e.g. leading to job losses and decreased trans-

lation quality)
 • negative (e.g. reducing the demand for human translators)
 • neutral (e.g. both positive and negative, with a balance between 

automation and human expertise)
 • positive (e.g. improved efficiency, reduced costs and increased 

translation quality)
 • strongly positive (e.g. highly positive impact revolutionising the 

translation industry)
6 Do you agree that generative AI tools like ChatGPT should be 

integrated into translator training programs?
 • strongly agree
 • agree
 • neutral/ unsure
 • disagree
 • strongly disagree

7 If integrated, to what extent should generative AI tools (e.g. 
ChatGPT) be used in translator training?
 • limited (e.g. only minimal use for exemplary illustration)
 • small (e.g. restricted use in specific training modules or exercises)
 • moderate (e.g. moderate use as a supplementary resource for 

trainees)
 • big (e.g. regular use in various aspects of translator training)
 • significant (e.g. extensive use as a vital resource playing a sub-

stantial role in training)
8 Do you agree that translation educators should be trained in using 

generative AI for teaching?
 • strongly agree
 • agree
 • neutral/ unsure
 • disagree
 • strongly disagree
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9 Please rate the danger of using generative AI tools in translator 
training (in terms of the translation product; scale: very low –  
low –  moderate –  high –  very high):
 • ethical concerns
 • decreased translation quality
 • decreased language quality
 • reduced cultural nuances
 • potential mistranslations or misinterpretations

10 Please rate the danger of using generative AI tools in translator 
training (in terms of translator competence; scale: very low –  
low –  moderate –  high –  very high):
 • gradual deterioration of translation skills
 • gradual deterioration of language skills
 • overreliance on the assistance of the tool
 • reduced creativity and originality in translations
 • difficulties in critically evaluating translations

11 If you have any additional comments or insights, please share 
them below and contribute to the ongoing discussion in the field.
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